
1 Trigonalization

De�nition 1 Let A 2Mn(K). Then A is called trigonalizable if there exists an invertible
matrix P , that is, P 2 GLn (K), such that A = PTP�1, where T is an upper triangular
matrix having the same eigenvalues of A. Or, equivalently, A is similar to a triangular
matrix T .

Now, we present Schur Theorem decomposition of a square matrix A 2Mn(C).

Theorem 2 Any matrix with complex entries is trigonalizable overMn(C):

Proof. Let A 2 Mn(C). We will show that A is trigonalizable over Mn(C). We use
induction on n. Indeed, for n = 1 we have

A = (a11) , where a11 2 C.

In this case, we write

A = I(a11)I
�1 = PTP�1 with P = I = (1) and T = (a11) = A.

Assume that every matrix A1 2 Mn (C) is trigonalizable. Let (�; x) be an eigenpair of A,
and let fx; u2; :::; ung be a basis of Cn. We put U = (x; u2; :::; un), it follows that

AU = ( Ax Au2 : : : Aun ) =
�
�x Au2 : : : Aun

�
.

Now, calculate U�1AU . In fact, we have

U�1 = U�1Ue1 = e1,

where e1 = (1; 0; :::; 0). Therefore,

U�1AU = U�1
�
�x Au2 : : : Aun

�
=
�
�e1 U�1Au2 : : : U�1Aun

�
.

Also we obtain

U�1AU =

0BBB@
� � ::: �
0 � ::: �
...

...
. . .

...
0 � ::: �

1CCCA =

�
� C
0 A1

�
= T1,

where C 2 M1;n�1 (C) and A1 2 Mn�1 (C). From the hypothesis, there exists an invertible
matrix W such that�

1 C
0 W�1

��
� C
0 A1

��
1 0
0 W

�
=

�
� CW
0 W�1A1W

�
=

�
� CW
0 T 0

�
.

Hence

A � T1 �
�
� CW
0 T 0

�
= T ,

where T is upper triangular. That is, A � T .
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Exercise 3 Trigonalize the following matrix:

A =

�
2 �1
1 4

�
.

Then, calculate An, for n � 0:

1. From simple computation, we haev

pA (x) = (x� 3)2 :

This means that � = 3 is an eigenvalue of A with multiplicity 2, and hence A is not
diagonalizable since A 6= 3I.
Next, we �nd the corresponding eigenvectors. In fact, we have

E� =

�
(x; y) 2 R2; 2x� y = 3x

x+ 4y = 3y

�
=

�
(x; y) 2 R2; y = �x

	
= V ect f(1;�1)g = V ect fv1g :

Let v2 be a nonzero vector for which fv1; v2g is a basis of R2. For example, we put
v2 = (1; 1), and let

P =

�
1 1
�1 1

�
.

Therefore,

P�1AP =

�
1
2
�1
2

1
2

1
2

��
2 �1
1 4

��
1 1
�1 1

�
=

�
3 �2
0 3

�
= T

That is, A � T:
Next, we compute An : We have

An = PT nP�1:

It su¢ ces to compute T n : We write T in the form

T =

�
3 �2
0 3

�
=

�
3 0
0 3

�
D

+

�
0 �2
0 0

�
N

, where N2 = 0:

Hence

T n = Dn + nDn�1N

=

�
3n 0
0 3n

�
+ n

�
3n�1 0
0 3n�1

��
0 �2
0 0

�
=

�
3n �2n� 3n�1
0 3n

�
; n � 0:

Finally, we deduce that

An =

�
1 1
�1 1

��
3n �2n � 3n�1
0 3n

��
1
2
�1
2

1
2

1
2

�
=

�
3n � n � 3n�1 �n � 3n�1
n � 3n�1 n � 3n�1 + 3n

�
; n � 0:
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Theorem 4 For any matrix A 2Mn(C), we have

det (A) =
Y

�2Sp(A)

�:

Recall that Sp (A) consists of all eigenvalues of A.

Proof. We know that A is trigonalizable, and so there exists an invertible matrix P 2
GLn (C) and an upper triangular matrix T such that

A = PTP�1 (T = (tij) with tii 2 Sp (A) ).

Therefore,

det (A) = det
�
PTP�1

�
= det (P ) det (T ) det

�
P�1

�
= det (T ) = t11t22:::tnn

=
Y

�i2Sp(A)

�i:

This completes the proof.

Corollary 5 Let A 2Mn(C). Then

0 =2 Sp (A)) A is invertible.

Proof. By Theorem 4, if we have 0 =2 Sp (A) then det (A) 6= 0, and so A is invertible.
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