1 Linear Systems of differential equations, Part 1

By Bellaouar D.
Define the linear system of differential equations (z} (t),z5 (t), ..., 2!, (t)) by

2y (t) = anay () + arexs (t) + ... + a2, (t) + f1 (1)
xh (t) = a1 (t) + agexs (t) + ... + agnxy, (t) + fo (1) 0

zh (1) = anxy (t) + apawa (1) + oo + apny (t) + fu (t),

where a;; € R. The unknowns are the functions z; (¢),z2 (t), ..., z, (t) which are derivable
and f; (t) are some given functions.

The system is called homogeneous if all f; = 0, otherwise it is called non-homogeneous.
Matrix Notation

A non-homogeneous system of linear equations is written as the equivalent vector-
matrix system

X'(t)=A-X(t)+[(1),

where
xy (1) a1 Q2 0 Qg fi
D% (t) _ T2 (t) 7 A - a.21 a‘22 : a‘2n ,f _ f2
) (t> An1 Ap2 - Ann f?

In this section, we consider only homogeneous systems: We wish to solve the system
X' = AX. (2)

There are two cases:

Case 1. Assume that A is diagonalizable. There exists an invertible matrix P such that
A = PDP~!, where D is diagonal. Thus,

X'=PDP'X = PY’

Y'=DY
Y =P1X.
The system becomes
Y' = DY,

which is easier to solve since D is diagonal. Then after, we solve the equation Y = P~1X,
that is, X = PY.

Example 1 Solve the system of differential equations:

- (1 2 (3
X—AX,A—(S 2),whereX(0)—(2>.



Solution. At first, the eigenvalues of A are \; = —1 and Ay = 4. The corresponding
eigenvectors are v; = (1,—1) and vy = (2,3). Thus, we have

p=( 1) = (4L 3)

We put X = ( 1 ) and Y = ( h ) It follows that

X2 Y2
/I —t
YI _ DY PN yl/ - Y1 PN 0 — Cl€4t :
Yo = 4y Y2 C2€

B B 1 2 et cre”! 4+ 2cyett
X =Py = < -1 3 ) ( coet ) - ( —cret + 3egett )

Since X (0) = ( ;’ ), then

and hence

{ ¢t 2 =3 = =c=1.

—C1 + 302 =2
Thus is,

1y = e b+ 2t
o = —e !+ 3ett.

We present another method to solve the system X' = AX, where A is diagonalizable.
Proposition 2 Let A € M,, (R) be diagonalizable matriz and let
P=[X1 X, .. X,]

be the invertible matrixz formed by n linearly eigenvectors Xy, Xs, ..., X, of A. Then the
system X' = AX has a unique solution given by

X (1) = 1M X 4 e Xy + .+ et X, (3)
where ¢y, ca, ..., cp € R™ and A1, Mg, ..., A, are the eigenvalues of A.
Proof. It is clear that X' = AX implies
X (t) = e*.¢, where £ € M, (R).

Since A is diagonalizable, then

A1t
Aot

X (t)=Pe?’'P =P N pPte (4)



Setting

C1
c
ple=| 2 |=c
Cn
It follows from (4 that
e)qt 1
6)\2t Cs
Xt = [ X1 X, X, |
oAnt c,
&1
Ca
= [ eMX, eMtX, . eMtX, } _
Cn
= M X+ e Xy + L+ et X,
Therefore,
X (1) = 1M X 4 e Xy + ..+ cpe™i X, (5)

This completes the proof. m

Example 3 Solve the system of differential equations:

;. (1 2 (3
X—AX,A—(3 2),wheTeX(0)—(2).

Solution. After the computation of the eigenvalues and eigenvectors of the matrix A.

It follows from that
_ 1 2
X (t) = cre t( _1)+02€4t<3>.

z(t) = cre™ + 2c0e™,
y(t) = —cre™ + 3ege.

Hence

Since X (0) = ( g ), then

xy = e 4 2et
To = —e b+ 3ett.

Example 4 Solve the system of differential equations:

X'= AX with A =

— = =
O NN O
N OO



Solution. Simple computation we get

/\1 = 1, U1 = (—1,1, ].)
/\1 = 2, Vo = (0,1,0) and V3 = (0,0, ].) .

The matrix A is diagonalizable, and by we obtain

—1 0 0
X (t) = cre 1 +ee® | 1 | e 0 |,
1 0 1

where c¢q, c9, c3 are constants. That is,

z(t) = —ci€t
y(t) = cret + coe?
2 (t) = cret + cze?.

Remark 5 In another way, which is very long and based on the calculation of P and P!
with A = PDP~Y. From which it follows that

et = pePtpt, (6)
Let A = ( il)) ; ) The solution of the differential system X' = AX is X (t) = e.C, where
C is an arbitrarily constant. Since X (0) = ( 3 2 )t, then C' = (3 2 )t. Therefore,
X (t) = e X (0). (7)
Simple computation gives
1 1
P:<§ _11> and P! = g é
5 5

Hence

ot LUt =

( 2t 4 et >
- et —et )
1.1 Problems

Ex 01. Calculate e for each t € R, where

0 -1 1
A= 0 0 1
-1 0 1



Deduce the general solution of the system of differential equations:

p=—-q+r
¢ =r
r=—-p+r

' (t) =y (1)
y'(t) =z (t)
2 (t) = w(t)
w' (t) =z (t)

Ex 03. Solve the system of differential equations X’ = A - X, where A =

O =

O = =

OO
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