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Les paroles s'envolent mais les écrits restent... 

À cet effet ce polycopié! 
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Introduction 

English actually is the language of science, the language by which the world 
depends on the exchanging of ideas and knowledge.  For this purpose, the content 
of this duplicated lecture notes includes the key for the correct pronunciation; by 
studying sounds of English or rathar vowels and consonants. We also deal with the 
pronunciation problem of small and capital Greek letters used in Mathematics. In 
general, the manuscript is intended especially for students of mathematics and 
computer science at the university. This is the course of English I and II that I 
taught at University of 08 Mai 1945 Guelma for both Master and PHD students of 
the first year.  

Mathematicians actually spend a great deal of time writing and improving their 
papers. The benefit of this presentation is to enable the student for future study by 
English and giving a gaide to writing articles and notbooks easily and very well. It 
is also important for engineering, science and applied mathematics. 

In general, in this manuscript, we state phrases used in pure and applied 
mathematics, some basic mathematical arguments and the correct pronunciation 
of certain mathematical expresssions.  Before discussing this, we have to look at the 
topic of phonetic symbols and grammar series.   

In order to absorb the language to our students with its proper practice in the 
pronunciation, we provide a perfect dictionary for advanced learners of 
Mathematics, which contains the famous mathematical phrases in analysis, 
geometry, topology, algebra and number theory, differential calculus and many 
others. The dictionary includes the essential notions on general mathematics such 
as: numbers, sequences, functions, limits and continuity, derivatives, integrals, 
partial derivatives, vectors, applications of partial derivatives,  multiple integrals, 
line integrals, surface integrals and integral theorems, infinite series, improper 
integrals, Fourier series, Gamma and Beta functions, functions of a complex 
variable and Fourier integrals. 

We shall explore a number of applications of special phrases and sentences which 
are used in mathematical papers. This chapter is separate from other chapters 
because it is written using Latex and its numbering is also independent. 

At the end, we finish this manuscript by providing the previous my exams and their 
solutions which carried at University of 08 Mai 1945 Guelma, from 2012 to 2016.  

My thanks to Profs. Abdelmadjid Boudaoud, Nam Tran and Özen Özer who kindly 
reread the manuscript and sharing me their useful remarks and suggestions. 

Belaouar Djamel.  February, 2019. 
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Mathematical English 
Dictionary 

with 

Phonetic Symbols 

For beginners 

by 

Dr. Bellaouar Djamel  

bellaouar.djamel@univ-guelma.dz, bellaouardj@yahhoo.fr 

 

o Helps you learn the most important mathematical words by 

Engish and French and how to use them. 

o Helps you learn the phonetic symbols of some Mathematical 

phrases 

o The Dictionary includes the following subfields: 

Analysis ╱ B@nWlBsNs ╱ 

Algebra ╱ @WldFNbrB ╱                           

Geometry ╱ dFN@KmNtrN ╱ 

Functional Analysis ╱ @fHEkGnBl ╱ B@nWlBsNs ╱ 

Numerical Analyis ╱nju:@merNkBl B@nWlBsNs ╱ 

Probability ╱,prKbB@bNlNtN╱ 

LeveL 1 

 

mailto:bellaouar.djamel@univ-guelma.dz
mailto:bellaouardj@yahhoo.fr
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Part 1. Mathematical English Dictionary  

1.1. Sounds of English; Vowels and Consonants 

 

1.2. Vowels  [@vaLBlz] 

 

1.3. Consonants  [@kKnsBnBnts] 
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1.4. Alphabet Leters with phonetic symbols 

In mathematical presentation the correct pronunciation of letters using indices and powers 

is very important. For example, the expression    pronounces: 

pi:   aN   @BLvB*   kju: 

 

1.5. Some words with phonetic symbols 

word [wM:d] wife [waNf] 
arm [A:m] substitute [@sHbstNtju:t] 

question [@kwestGBn] problem [@prKblBm] 
sister [@sNstB*] water [@wC:tB*] 
party [@pA:tN] try [traN] 
future [@fju:tGB*] quadrature [@kwKdrBtGB*] 
Baby [@beNbN] dangerous [@deNndFrBs] 

substitution [,sHbstN@tju:GBn] translation [trWnz@leNGBn] 
translate [trWnz@leNt] transpose  [trWns@pBLz] 

book [bLk] France [frA:ns] 
child [tGaNld] children [@tGNldrBn] 
smile [smaNl] cucumber [@kju:kHmbB*] 

important [Nm@pC:tBnt] satisfy [@sWtNsfaN] 
situation [,sNtjL@eNGBn] point [pCNnt] 
picture [@pNktGB*] south] [saLI 

wild [waNld] literature [@lNtBrNtGB*] 

1.6. Small Greek letters used in Mathematics 
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1.7. On the correct pronunciation of Greek Alphabets  

alpha [@WlfB] iota [aN@BLtB] Rho [@rBL] 

beta [@bi:tB] 
kappa 

sigma [sNgmB] 

gamma [@gWmB] 
lambda 

tau [tC:] 

delta [@deltB] mu [mju:] upsilon [@HpsN,lKn] 

epsilon [epsNlBn] nu [nju:] phi [faN] 

zeta   [@zi:tB] 
xi [zaN] chi [kaN] 

eta [@i:tB] 
omicron [BL@maNkrKn] psi [@psN] 

Theta [@Ii:tB] pi [paN] omega [@BLmNgB] 

and alos, we have 

 

1.8. Capital Greek letters used in Mathematics 
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1.9. Alphabitical English Dictionary of Mathematics 
In this section we present a simple dictionary which contains the famous mathematical 

words and phrases. These words are used in elementary and advanced mathematics. 

Readers unfamiliar phonetic sumbols are referred to the dictionary [3-4]. 

A  
A set equipped with a distance,  un ensemble muni par une 
distance 

Abel [@eNbl], Abel m 

Abelian [B@bi:lNBn] adjective, abélien adj 

Abelian group, groupe abélien (commutatif)  

Abelian law, loi commutative 

Above [B@bHv],  au-dessus 

Absolute [@WbsBlu:t],  absolu(e) 

Absolute value, valeur absolue. 

Absolutely  [,WbsB@lu:tlN], absolument, absolument convergente 
(intégrale, série) 

absolutely convergent series série absolument convergente 

Acknowledgements [Bk@nKlNdFmBnts] 

Add [Wd],  ajouter 

Additionally [B@dNGnBlN] adverb en outre, de plus 

Admit [Bd@mNt], admettre 

Algebra : the branch of mathematics that deals with variables or unknowns 
representing the arithmetic numbers 

a.e.    almost everywhere, p.p     presque partout 
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Algebra [@WldFNbrB],  algèbre  

Algebraic [,WldFN@breNNk] adj, algébrique adj   

Algebraic multiplicity, algebraic structure, algebraic and topological structure 

Algorithm : A rule or procedure used to solve a mathematical problem   

Algorithm [@WlgB,rNJBm], algorithme 

all [C:l] 

Analogous adj  
[B@nWlBgBs],  analogue adj  

 

Analysis [B@nWlBsNs], pl analyses [B@nWlNsi:z],   analyse f 

analytic, analytical adjective [,WnB@lNtNkBl]  analytique 

Answer [@A:nsB*],  réponse f  ,  solution f   

Antisymmetric [,WntNsN@metrNk], antisymétrique adj  
 

appendix [B@pendNks] appendixes or appendices of book 

appendice m of document annexe f 

applicable [B@plNkBbl],   applicable (to : à) 

Application [,WplN@keNGBn],   application 
f 

Applied [B@plaNd],   appliqué 

Applied Linear Algebra, algèbre linéaire appliqué 

Appreciable [B@pri:GBbl]  

Appreciable,  appréciable ad
 

Approach [B@prBLtG], approach value,   valeur approchée 
adj

 

Approximation [B,prKksN@meNGBn],   approximation f 

arbitrarily [@A:bNtrBrBlN],  arbitrairement 

arbitrarily close to arbitrairement proche de 
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Arbitrary [@A:bNtrBrN] adj, arbitraire adj 

arc [A:k], arc m 

arc sine x 

Area [@DBrNB] domaine m,  

Argument [@A:gjLmBnt],  argument 
 

Argument, the argument of a complex number 

Arithmetic [B@rNImBtNk],  arithmétique  

Article [@A:tNkl],  article m 

assembly [B@semblN] 

Assertion [B@sM:GBn] ], statement, affirmation m, assertion m  

Associative [B@sBLGNBtNv],  Mathematics,  associatif-ive  

Associativity, associativité, L'associativité de l'addition dans ä. 

Assume [B@sju:m],   supposer, supposons que,  

Assumption [B@sHmpGBn] ,  hypothèse m 

Asymptotic,  asymptotique  

attention [B@tenGBn] 

Automorphism, automorphisme  m  
[otomCYfism] 

average [@WvBrNdF ], moyenne f 

Duplicated lecture notes, polycopié m 

Axiom :  a statement regarded as self-evident; accepted without proof 

Axiom [@WksNBm],   axiome m 

axis [@WksNs] noun, pl axes, axe m 
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B 
Ball [bC:l],  boule f 

Bar [bA:*], barre f, we say X bar, On dit X barre.
 

Basic [@beNsNk],   fondamental adj, essentiel adj, élémentaire adj 

Basis [@beNsNs] pl bases,  base f 

because [bN@kKz] 

Because, since [bN@kKz],  puisque, car, comme 

behaviour, behavior US [bN@heNvjB*] 

being [@bi:NE]   

Belong [bN@lKE],  appartenir à 

below [bN@lBL] 

Best [best],  le meilleur, la meilleure 

Best approximation, la meilleure approximation 

Bibliography [,bNblN@KgrBfN],  bibliographie f,  référence f 

Bijective [baN@dFektNv], bijectif  adj
 

Bijective function 

Bilinear, bilinéaire,  Math. Application, forme bilinéaire pour un couple 

de variables, linéaire par rapport aux deux variables. 

Binary [@baNnBrN],  binaire 

Binary relation, relation binaire 

Binomial : an expression with two terms 

Binomial [baN@nBLmNBl],  Mathematics,  binôme m 
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Bisection [baN@sekGBn], division en deux parties égales,  bissection f  

Bnach space, un espace de Banach 

Body [@bKdN],  Field, corps m 

Bound,  [baLnd],  bounds,  [baLndz],   limite(s) f(pl)
 , bornes 

Boundary [@baLndBrN],   limite f,  frontière f 

Bounded  [@baLndNd]  

bounded above,  bounded below, borné(e) supérieurement, 
borné(e) inférieurement 

Boundless [@baLndlNs],  infini,  illimité 

bracket [@brWkNt], bracket [@brWkNt], parenthèse f left bracket 

parenthèse à gauche right bracket parenthèse à droite 

Branch [brA:ntG],   branche f  

By using the …, En utilisant … 

C 
Calculate [@kWlkjLleNt],  calculer v 

Calculus, pl calculuses  [@kWlkjLlBs],  calcul m 

Canonical [kB@nKnNkBl],   canonique adj
 

Cardinal [@kA:dNnl], adjective, cardinal 

Cartesian [kA:@ti:zNBn] adjective ; noun cartésien(ne)m(f)
 

Cartesian coordinates plural noun Mathematics : coordonnées 
fpl cartésiennes 

category [@kWtNgBrN], catégorie f 

Centre, center US [@sentB*],  centre m 
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certain [@sM:tBn] 

chain [tGeNn], chaîne f 

Change of basis changement de base 

changing [@tGeNndFNE]  adjective variable, changeant 

Chapter [@tGWptB*],  chapitre 
m 

character [@kWrNktB*] noun caractère m 

characteristic [,kWrNktB@rNstNk], caractéristique  adj    

characteristic polynomial 

characterization [,kWrNktBraN@zeNGBn], interprétation , 
caractérisation f 

characterize [@kWrNktBraNz]  

choice [tGCNs] 

circle [@sM:kl], cercle m 

close [klBLs], proche 

Closed [klBLzd],  fermé  adj 

Closure [@klBLFB*],   fermeture f 

coefficient [,kBLN@fNGBnt], coefficient m 

cofactor [@kBL,fWktB*],   comatrice, cofacteur m 

Collection [kB@lekGBn],  collection f 

Column [@kKlBm],  colonne f  colum nvector, vecteur colonne 

Combination [,kKmbN@neNGBn],  combinaison f 
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combinatorial, combinatory  Mathématique combinatoire 

combinatorial analysis, combinatorics, Mathematical Induction in 

Combinatorics 

comma [@kKmB],  virgule f 

comment [@kKment] , commentaire m, remarque f 

Comments about the chapter II, commentaires sur le chapitre II 

common [@kKmBn] 

Commutative adj  [kB@mju:tBtNv],  lois fpl commutatives 

Commutativity, commutative property 

Compact [kBm@pWkt],  compact adj 

Compact self-adjoint operators on a Hilbert space 

compactness [kBm@pWktnNs] noun compacité f 

compactness [kBm@pWktnNs] noun compacité f 

Comparable [@kKmpBrBbl], comparable 

Comparison [kBm@pWrNsn],  Comparison test, comparaison f 

Complete [kBm@pli:t],  complet (-ète f), un espace complet 

Complex [@kKmpleks], complexe adj 

complex-valued function fonction à valeurs complexes 

Component [kBm@pBLnBnt],   composant 

Components [kBm@pBLnBnts],   les composants de X 

Composite [@kKmpBzNt],   Mathematics,  composé  

Composite number, not prime, nombre composé  

composition [,kKmpB@zNGBn]  composition f 
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computation [,kKmpjL@teNGBn] noun calcul m  estimation f, 
évaluation f 

Compute [kBm@pju:t], Calculer 

Concept [@kKnsept],   notion f,  idée f,  concept m 

Conclusion [kBn@klu:FBn],  conclusion f,  fin f  

Condition [kBn@dNGBn],  condition 
f 

conditional [kBn@dNGBnl], conditionnel 

cone [kBLn] noun Mathematics, cône m 

congruence [@kKEgrLBns], Mathematics, congruence f 

Conjecture [kBn@dFektGB*],  conjecture f 

Conjugate [@kKndFLgeNt] , conjuguée (matrice)  

Conjugate or Dual of an Operator 

Connected [kB@nektNd] adj connected and disconnected 

Mathematics,  connected space, connexe adj 

consequence [@kKnsNkwBns] noun conséquence f,  

consequence [@kKnsNkwBns] noun, conséquence f 

Constant [@kKnstBnt],  constante 
f
 , un nombre constant adj 

constant constant(e) 
adj 

constant function, fonction constant(e) 

construction [kBn@strHkGBn], construction f,  

Contained [kBn@teNnd],  contained in A. 

Containing A 

Continuous [kBn@tNnjLBs],  continu(e) 
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Contraction [kBn@trWkGBn],  contraction f 

Contradiction [,kKntrB@dNkGBn],  contradiction f 

convention [kBn@venGBn]   noun convention f  by convention 0!=1 

and a⁰ =1,  par convention 0!=1 et a⁰ =1. By convention, the degree 

of p=0 is -∞. 

Converge [kBn@vM:dF],  converger  v 

Convergence [kBn@vM:dFBns],  convergence f 

Convergence and Continuity 

Convergent [kBn@vM:dFBnt],  convergent(e) adj    

Converse [@kKnvM:s], inverse 

Conversely [kKn@vM:slN],  inversement 

Convex [@kKn@veks],   convexe 

Coordinate [kBL@C:dNnNt],   Mathematics, coordonnée 

Corollary [kB@rKlBrN],   corollaire m  

Cosine [@kBLsaNn],  cosinus m 

Countable [@kaLntBbl] adjective,  dénombrable 

Countable dense subset, sous-ensemble dense dénombrable 

counterexample [@kaLntBrNg,zA:mpBl], noun, contre-exemple m 

counting [@kaLntNE], calcul m  , the prime counting function 

Couple [@kHpl], couple 
m 

Course [kC:s],  cours  nom masculin  

Criterion [kraN@tNBrNBn] noun,  pl criterions or criteria   

[kraN@tNBrNB],   critère m 
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cryptography [krNp@tKgrBfN] noun cryptographie f 

cube [kju:b], Mathematics, cube m 

Cubic [@kju:bNk],  cubique  adj 

curve [kM:v], courbe f 

cyclic, [@saNklNkBl], cyclical, adjective, cyclique 

D 
Decomposition [,di:kKmpB@zNGBn],    décomposition f 

Decreasing [di:@kri:sNE],  décroissant  adj 

Define [dN@faNn],  définer, on définit 

Definite [@defNnNt], défini-e adj
 

Definite integral,  

definitely [@defNnNtlN]  

Definition [,defN@nNGBn],  définition f 

Definitions and basic properties 

degenerate dégénéré(e) 

Degree [dN@gri:],  degré m 

Demonstrable [@demBnstrBbl]   démontrable adj 

Demonstration [,demBn@streNGBn],   démonstration 
f 

Denominator [dN@nKmNneNtB*],  dénominateur m 

Denote [dN@nBLt],  indiquer,  dénoter, on note 

Dense [dens],  dense 
adj 
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Density [@densNtN],  densité f 

Department [dN@pA:tmBnt] noun département m 

depend on dépendre de 

derivation [,derN@veNGBn],  dérivation f 

Derivative [dN@rNvBtNv],  Mathematics,  dérivée f 

Determinant [dN@tM:mNnBnt],  déterminant m 

Development  [dN@velBpmBnt], développement m 

diagonal [daN@WgBnl], diagonal  
adj

 , diagonale  
nom,adj

 

Diagonalizable, diagonalizable 
adj

 

Different [@dNfrBnt], (different from)not the same, different 

differentiable function fonction dérivable 

differential [,dNfB@renGBl],   différentiel, différentielle 

Differential equation, équation différentielle 

Differential geometry, géométrie différentielle 

Differential operator 

Differentiation [,dNfBrenGN@eNGBn], Mathematics différentiation f 

Digit [@dNdFNt] noun Mathematics, chiffre m 

Dimension [daN@menGBn], dimension f 

Direct [daN@rekt], direct-e, (direct) sum somme (directe) 

Direct sum of subspaces, Direct sums 

directly [dN@rektlN] adverb = straight directement 

Disconnected [,dNskB@nektNd] adjective  
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discrete [dNs@kri:t] adjective Mathematics, discret (-ètef) 

discriminant [dNs@krNmNnBnt], Mathematics  discriminant m 

discussion [dNs@kHGBn] noun discussion f, débat m 

Disjoint [dNs@dFCNnt] adjective  Mathematics, disjoint 

Disjoint sets, ensembles disjoints 

Distance [@dNstBns],   distance f 

distinction [dNs@tNEkGBn] noun = difference  distinction f,  

Distribution [dNstrN@bju:GBn],  distribution f 

Distributions and Sobolev Spaces 

Diverge [daN@vM:dF], diverger 
v
  

Divergence [daN@vM:dFBns], noun, divergence f 

Divergent, adjective [daN@vM:dFBnt]  

Divided [dN@vaNdNd],  divisé 

Divisibility, la divisibilité 
f 

Divisible [dN@vNzBbl],  divisible adj
 (by : par) 

Division [dN@vNFBn],  la division 

divisor [dN@vaNzB*] noun Mathematics  diviseur m 

Domain [dBL@meNn],  domaine m 

dominant [@dKmNnBnt]  dominant 

Dot [dKt],  pois m  Mathematics, point m 

double [@dHbl]  adjective double  

Double [@dHbl], double 
adj
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Dual [@djLBl],  duel m 

 E 

easily [@i:zili] adverb facilement 

Easy [@i:zN],   facile adj, simple adj 

Eigenspace, espace propre 

Eigenvalue, [@i:gWn @vWlju: ],  valeur propre 

Eigenvalues and eigenvectors of a symmetric matrix 

Eigenvector, vecteur propre 

Element [@elNmBnt],   élément m 

elementary [,elN@mentBrN] 

Elementary Number Theory, is the pureset branch of pure 
mathematics.  

Elements of Hilbert Space 

Empty [@emptN], vide, the set with no elements. L’ensemble vide. 

end [end] 

Endomorphism [,endBL@mC:fNzBm], endomorphisme m 

entire [Nn@taNB*] adjective  (tout) entier before plural noun 

entier 

Epsilon,  epsilon, [DpsilCn]  

Equal [@i:kwBl],    Mathematics,  égal 

Equality [N@kwKlNtN], égalité f 

Equation [N@kweNFBn],  Mathematics, Chemistry, équation f 
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Equipped [N@kwNpt], muni-e,  

Equivalence [N@kwNvBlBns],  équivalence  

Equivalence relation 

Equivalent  [N@kwNvBlBnt],  adjective  équivalent 

establish [Ns@tWblNG] 

estimate [@estNmBt]  estimation f 

etc [Nt@setBrB], abbreviation of et cetera : abréviation de et cWtera,  etc 

Euclid’s Algorithm 

Euclidean [ju:@klNdNBn],   euclidien,  non-Euclidean geometry,  
géométrie f non-euclidienne 

Evaluate [N@vWljLeNt],  évaluer, calculer 

evaluation  [N,vWljL@eNGBn],    évaluation f 

Even [@i:vBn],   pair, paire  
adj 

Even function, fonction paire 

Every [@evrN], for every,  tout, chaque, tous , pour tout 

Evident  [@evNdBnt], évident adj
 

Exact [Ng@zWkt], solution exacte 

Example [Ng@zA:mpl],   exemple m 

Except [Nk@sept],  sauf 

Exercise [@eksBsaNz],   exercice m 

Existence [Ng@zNstBns],  existence f 

Expansion [Nk@spWnGBn],   développement m 

explain [Nk@spleNn] verb expliquer 
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exponent [Nk@spBLnBnt] noun, Mathematics, exposant m 

Exponential [,ekspBL@nenGBl],   exponentiel 

Exponentiation 

express [Nk@spres] 

Expression [Nk@spreGBn],   expression f 

Extension [Nk@stenGBn],   extension 
f 

External [Nk@stM:nl]    externe 

F 
Factor [@fWktB*],  Mathematics,  facteur m, élément m 

Factorial [fWk@tC:rNBl],  factoriel 

Factorization,  factorisation 

Factorize [@fWktB,raNz], Mathematics,  mettre en facteurs 

False [fC:ls] faux, fausse 

Family [@fWmNlN],   famille f 

Famous [@feNmBs]   célèbre 

Fibonacci sequence [,fNbB@nA:tGN@si:kwBns], Fibonacci series 

[,fNbB@nA:tGN@sNBrNs] noun Mathematics  suite f de Fibonacci 

Field [fi:ld],  corps 

finally [@faNnBlN] adverb finalement 

Find [faNnd], trouver, we find, on trouve 

Finite [@faNnaNt],   limité, fini, finie 
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finite dimension, dimension finie 

infini te dimension, dimension infinie 

Finite dimensional, de dimension finie 

finite element method 

finite set, ensemble fini 

First [fM:st],  premier 

First order differential equations, équations différentielles du 
premier ordre. 

Firstly [@fM:stlN] adverb,  d'abord, premièrement 

Fixed [fNkst], unique fixed point,  point fixe unique 

Following [@fKlBLNE],   suivant, suivante 

For all,  pour tout,  For every,  pour tout 

Form [fC:m],  forme 
f
 

Formula [@fC:mjLlB] pl formulas [@fC:mjLlBs] or formulae [@fC:mjLli:],  formule  

formulation [,fC:mjL@leNGBn] noun formulation f 

Fraction [@frWkGBn],  Mathematics, fraction f 

Free [fri:], libre 

From the hypothesis, d’aprèrs l’hypothèse 

Function [@fHEkGBn],  fonction
 f    Math. Relation qui existe entre deux 

quantités, telle que toute variation de la première entraîne une variation 

correspondante de la seconde (ou en terme d'ensembles, étant donné deux 

ensembles X et Y,  toute opération qui associe à tout élément x de X un élément  

y de Y que l'on note f(x).
 

function in three variables fonction en trois variables 

Functional [@fHEkGnBl],  fonctionnel, analyse fonctionnelle 
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Functional analysis, analyse fonctionnelle 

Fundamental [,fHndB@mentl],  fondamental, essentiel 

fuzzy [@fHzN], flou 

G 
gcd, The greatest commun divisor. Le  p.g.c.d, le plus grand 
commun diviseur  

General [@dFenBrBl],   général 

generalization [,dFenBrBlaN@zeNGBn],   généralisation f 

geometric series série géométrique 

Geometry [dFN@KmNtrN],   géométrie f 

global [@glBLbl] adjective  

global maximum maximum global 

local maximum maximum local 

global minimum minimum global 

local minimum minimum local 

Graph [grA:f],   graphe m 

graphic [@grWfNk],  graphique adj
 

Group [gru:p],  groupe m 

H 
half-open interval intervalle demi ouvert 

Harmonic [hA:@mKnNk],   Mathematics, harmonique 

Heat [hi:t],   chaleur f 
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Heat equation, équation de la chaleur. 

Hence [hens],  d'où 

High [haN], haut, higher dimensions 

Hilbert Spaces 

hint [hNnt], hint of the proof 

hold [hBLld], holds [hBLldz] 

Homeomorphism homéomorphisme m [CmeCmCYfism]  

Homogeneous [,hBLmB@dFi:nNBs],  homogène   

Homogeneous system, système homogène 

homomorphism [,hKmB@mC:fNzBm] noun  

hyperbolic [,haNpB@bKlNk], hyperbolical [,haNpB@bKlNkBl],   

hyperbolique 

Hyperbolic function, Mathematics : fonction f hyperbolique. 

Hypothesis [,haN@pKINsNs] noun, pl hypotheses [haN@pKINsi:z], 

hypothèse f 

I 
i- th column 

i.e., identically equivalent, identiquement équivalente 

Idea [aN@dNB],  idée f 

ideal [aN@dNBl], adjective or noun, idéal m 

identically [aN@dentNkBlN] 

Identity [aN@dentNtN],  identité f 
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Identity matrix, Identity map 

If and only if, si et seulement, si 

iff  [@Nf], if and only if, si et seulement si  

illustrate [@NlBstreNt]  

illustration [,NlBs@treNGBn] noun illustration f 

Image [@NmNdF],  image f 

Imaginary [N@mWdFNnBrN],   imaginaire adj
 

Imaginary number (Mathematics) : nombre m imaginaire 

implication [,NmplN@keNGBn],   implication f  

Implies that, implique  

important [Nm@pC:tBnt] ,  important-e 

Important, the most important concept concerning sequences is 

convergence. 

Improper [Nm@prKpB*], improper 

improve [Nm@pru:v], améliorer, développer 

improvement [Nm@pru:vmBnt] 

in other words autrement dit 

Increasing [Nn@kri:sNE],   croissant, suite croissante 

Indeed [Nn@di:d],  en effet 

Indefinite [Nn@defNnNt],  indéfini-ie,  illimité 

Indefinite integral 

independence [,NndN@pendBns],  indépendance f 

independent [,NndN@pendBnt],  indépendant 
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Indeterminate [,NndN@tM:mnNt] 

indeterminate form of type zero over zero 

index [@Nndeks] pl indices [@NndNsi:z], indice m 

Induction [Nn@dHkGBn],   récurrence 

inequality  [,NnN@kwKlNtN],   inégalité f 

inferior [Nn@fNBrNB*] 

Infinite [@NnfNnNt],   infini, illimité adj
 

Infinite dimensional, de dimension infinie 

Infinitely [@NnfNnNtlN],   infiniment 

Infinitesimal [,NnfNnN@tesNmBl], Mathematics infinitésimal adj
 

Infinity [Nn@fNnNtN],  infinité f,  infini m 

Infinity, the limit of f as x tends to infinity is a, la limte de f lorsque x tend 

vers l’infini est a. 

Initial [N@nNGBl],   initial adj
 

Initial condition, condition initiale 

Initial value, valeur initiale 

Injective  injective 

Inner [@NnB*], inner product, produit scalaire. 

Inner product spaces, espaces préhilbertiens 

Integer [@NntNdFB*], entier (nombre m)  

Integrable, intégrable 
adj

 

Integral [@NntNgrBl],  intégral  

Integral operator 
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Integration [,NntN@greNGBn],   intégration f 

Interior [Nn@tNBrNB*],   intérieur (-euref) 

Internal [Nn@tM:nl],  interne 

Interpolation [Nn,tM:pB@leNGBn], interpolation f 

Intersection [,NntB@sekGBn] Mathematics,  intersection f 

Interval [@NntBvBl],   intervalle m 

Introduce [,NntrB@dju:s] présenter 

introduction [,NntrB@dHkGBn],   introduction f 

Inverse [@NnvM:s],  inverse 

Invertible matrix, matrice inversible 

Invertible, invertible matrices, inversible 
adj

 

involve [Nn@vKlv] involving faisant intervenir 

Irrational [N@rWGBnl],   Mathematics,   irrationnel adj
 

irreducible [,NrN@dju:sBbl],  irréductible adj 

irregular [N@regjLlB*]  adjective, Mathematics, irrégulier 

isometric [,aNsBL@metrNk], isométrique 

isomorphism [,aNsBL@mC:fNzBm] noun, isomorphisme m 

It follows that, il vient 

Iterate, itérer 

Iterative [@NtBrBtNv],   itératif, itérative 
adj

 

Iterative Methods for Solving Linear Systems 

J,K 
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Jacobi’s method, Méthode de Jacobi 

Jacobian le jacobien [= le déterminant de la matrice jacobienne] 

Jacobian matrix, matrice jacobienne 

Kernel [@kM:nl],  noyau m 

L 
L.H. S. [ = left hand side] terme de gauche 

Laboratory [lB@bKrBtBrN], laboratoire m 

Large [lA:dF], grand 

Large enough assez grand 

sufficiently large suffisamment grand 

Law [lC:],   loi f 

Leading [@li:dNE], the leading coefficient 

Least [li:st], le plus petit, la plus petite.  Least squares method,  

Least upper bound of a set 

Lemma [@lemB] noun, pl lemmas or lemmata [@lemBtB],   lemme 

Let  f  be a function, Soit  f  une fonction 

Let [let], let E be a nonempty set,  Soit E un ensemble non vide. 

likewise [@laNkwaNz] adverb de même, également, aussi, de plus, en 
outre 

Limit [@lNmNt], la limite  
f 

Limited [@lNmNtNd], limité, borné  
adj 

Line [laNn],  Mathematics,  ligne f 



Department of  Mathematics                                                                                         UNIVERSITY OF 08 MAI 1945 GUELMA 

                                                                                                                                                  
32 

Linear [@lNnNB*],  linéaire 
adj

 

Linear Algebra 

Linear Operator, linear maps, linear equation, …  

Linearly dependent  

linearly dependent, liés, linéairement dépendants 

Linearly independent, libres, linéairement indépendants 

Log [lKg].  log logarithme m
 

Logarithm [@lKgBrNIBm] logarithme m 

Logic [@lKdFNk],  logique f 

Lower [@lBLB*],   inférieur (-eure f) 

Lower bound 

Lower triangular matrix, matrice triangulaire inférieure 

LU factorisation 

M 
m × n matrix [ m by n matrix], matrice à m lignes et n colonnes 

Manner [@mWnB*], manière f,  façon f 

Map [@mWp], Mathematics, application  f 

Maple [@meNpl] 

Mapping [@mWpNE], Mathematics, application  f 

Maps and their graphs 

Mathematical [,mWIB@mWtNkBl],  mathématique adj 

Mathematical induction,  
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mathematically [,mWIB@mWtNkBlN] adverb in general 

mathématiquement 

Mathematician [,mWIBmB@tNGBn],   noun mathématicien(ne)m(f) 

mathématicien(ne)m(f)
 

Mathematics [,mWIB@mWtNks],  noun mathématiques fpl 
   In applying 

mathematics. In applied mathematics.
 

matrix entry (pl . entrie s), coefficient d’une matrice 

Matrix norm, norme matricielle 

Matrix pl matrices [@meNtrNks],   matrice f 

Maximal [@mWksNml],   maximal adj Maximal element 

Maximum [@mWksNmBm], pl maximums or maxima, maximum 
m 

Maximum principle, principe du maximum 

Measurable [@meFBrBbl],   mesurable adj
 

Measure [@meFB*],  mesure f 

Measure and integration 

member [@membB*] 

Method [@meIBd],   méthode  f 

Methods for Eigenvalues of Symmetric Matrices 

Metric [@metrNk], or distance function, métrique. 

Metric space, un espace métrique. 

Minimal [@mNnNml], minimal 

minimization [,mNnNmaN@zeNGBn],   minimisation f 

Minimization of Convex Functions 
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Minimum [@mNnNmBm],  pl minimums or minima,   minimum m     

modelling, modeling US [@mKdlNE]  modélisation f 

modulo, modulo 

Modulus [@mKdjLlBs], pl moduli [@mKdjL,laN], Mathematics, 

Physics,  module m 

Monotone [@mKnBtBLn], Mathématique,  monotone 
adj

 

Monotone matrix, matrice monotone 

Monotonous, [mB@nKtBnBs] ,  monotone adj 

multi-index multiindice 

multi-linear form, forme multilinéaire 

Multilinear, multilinéaire 
adj 

multiple [@mHltNpl], Mathematics multiple m 

multiple [@mHltNpl], Mathematics, multiple m 

multiple root racine multiple 

multiplication [,mHltNplN@keNGBn],   multiplication f 

multiplicative [@mHltNplN,keNtNv] Mathematics, multiplicatif 

Multiplicities of an eigenvalue 

multiplicity [,mHltN@plNsNtN],   la multiplicité f 

Multiplied by, Times, fois, 3 fois 4. 

Multiply [@mHltNplaN],   multiplier, fois 

N 
namely [@neNmlN] adverb  
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Natural [@nWtGrBl], naturel , entier 

Natural numbers : 0,1,2,… 

near [nNB*] 

Necessary [@nesNsBrN] ,  nécessaire 

Necessary condition, condition nécessaire. a necessary and 

sufficient condition, une condition nécessaire et suffisante 

Negative [@negBtNv],  négatif,  négative. 

Neighbourhood [@neNbBhLd], neighborhood US, voisinage  

Neutral [@nju:trBl]  neutral element, l’élément neutre 

neutrix [@nju:trNks]  neutrices noun a neutrix is an additive 

convex subgroup of R 

Nil [nNl] noun  zéro 

Non- [nKn], non, non linéaire, nonnegative, nonempty, … 

Noncommutative, nonnegative, … 

non-constant, non constant(e) adj   

non-degenerate, nondegenerate  non dégénéré(e) 

Nonempty set, un ensemble non vide. 

Nonhomogeneous 

Nonlinear [,nKn@lNnNB*],   non linéaire 

non-linear, nonlinear, non linéaire 

Nonlinear Systems and Numerical Optimization 

Nonzero vector, un vecteur non nul  

Norm [nC:m], la norme 
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Normal [@nC:mBl],  normal 

Normed linear space, espace vectoriel normé 

Normed space [nC:mBd],   espace normé 

Norms and condition numbers 

Notation [nBL@teNGBn], Mathematics,  notation f 

n-th [enI],the nth le n-ième 

n-th derivative, dérivée n-ième 

nth prime, The nth prime number, le n-ième nombre premier.  

n-tuple, n-uplet 

null [nHl], nul, nulle adj
 

Number [@nHmbB*],  nombre m Number theorist, Number 

Theory 

Numerator [@nju:mBreNtB*], Mathematics, numérateur m 

Numerical [nju:@merNkBl],   Analyse numérique 

Numerical integration, intégration numérique 

Numerical Solution of Ordinary Differential Equations 

O 
object [@KbdFNkt] 

obvious [@KbvNBs], évident 

Odd [Kd],  impair, un entier impair, une fonction impaire 

Odd function, fonction impaire 

ODE, Ordinary Differential Equations 
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on the other hand d’autre part 

Open [@BLpBn],  ouvert 

Operation [,KpB@reNGBn],  opération 
f  

Operator [@KpBreNtB*],   opérateur m 

Optimization [,KptNmaN@zeNGBn],   optimisation 
f
 

orbit [@C:bNt], orbite f 

Order [@C:dB*],  ordre m 

Order relation, relation d’ordre 

ordered pair couple ordonné 

Ordinary [@C:dnrN],   ordinaire 

origin [@KrNdFNn] noun origine f 

Orthogonal [C:@IKgBnl],   orthogonal,  polynôme orthogonaux, matrice 

orthogonale 

Orthonormal basis, une base orthonormée 

Orthonormal,  orthonormé-e 

Orthonormalization Orthonormalisation, Orthonormalisation 

Gram–Schmidt orthonormalisation 

Otherwise [@HJBwaNz] adverb, autrement 

Otherwise [@HJBwaNz],   sinon 

Over [@BLvB*], sur 

P 
pair [pDB*], couple 
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Parameter [pB@rWmNtB*],    Mathematics,  paramètre m 

part [pA:t], partie f 

Partial [@pA:GBl],   partiel 

partial derivative dérivée partielle 

Partial Differential Equations 

partial sum somme partielle 

partial sum somme partielle 

Particular [pB@tNkjLlB*],   particulier, particulière 

Partition [pA:@tNGBn],  partition, Partition theory is the hardest branch of 

number theory 

path [pA:I], chemin m 

PDE [pi:  di:  i:], Partial Differential Equations, EDP 

perfect [@pM:fNkt]  adjective parfait  there is a hard problem 

with odd perfect numbers 

Plagiarism [@pleNdFjBrNzBm] noun plagiat m 

plane [pleNn; ], Mathematics, plan m 

Plus [plHs], plus 

PMI  Principle of Mathematical Induction 

Polar [@pBLlB*],   polaire adj  

Polynomial [,pKlN@nBLmNBl],   polynôme m   

Polynomial interpolation,  polynôme et interpolation 

Positivity, positivité. 

Potential [pBL@tenGBl], adjective, Mathematics, potentiel. 
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Power [@paLB*],  puissance 
f 

powerful [@paLBfLl] adjective 108 is a powerful number, 

puissant adj  
 

pre... [pri:] prefix pré... 

Previous [@pri:vNBs], précédent , look the previous formula. 

Prime [praNm],  Mathématique,  prime,  f  prime : f  prime 

Prime [praNm],  premier
 
 

prime number, un nombre premier, 2, 3,5,7,11,13,…. 

Primitive [@prNmNtNv], The primitive root of a, primitif m 

Principle [@prNnsBpl],  principe m 

Probability [,prKbB@bNlNtN],   probabilité f 

Problem [@prKblBm],   problème m 

process [@prBLses]  processus m 

Product [@prKdHkt],   produit m 

progression [prB@greGBn] noun; in general, Mathematics 

progression f  arithmetic progression, progression arithmétique 

geometric progression, progression géométrique 

Proof [pru:f], démonstration
 f
, preuve f 

Property [@prKpBtN],  propriété f 

proposition [,prKpB@zNGBn],   proposition  

prove [pru:v], prouver , démontrer 

Prove that, prouver que, montrer que, démontrer que. 

provided that à condition que 
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pseudo- [@sju:dBL] prefix pseudo- 

pure [pjLB*]  adjective pur-e 

purpose [@pM:pBs], but m, objet m 

Q 
Quadratic [kwK@drWtNk],   quadratique adj   

Quadratic forms,  formes quadratiques 

Quadrature [@kwKdrBtGB*],  quadrature f 

Quantity [@kwKntNtN],   quantité f  

Quasi- [@kweNzaN],   quasi-, norms and quasi-norms 

Question [@kwestGBn],   question f 

Quotient [@kwBLGBnt],  Mathematics,  quotient m 

R 
R. H.S. [= right hand side] terme de droite 

Radius [@reNdNBs] noun, pl  radiuses ,  rayon m 

Range [reNndF], the range of  f , L@image = f(E), the value of  f 

Rank [rWEk], le rang  

ratio [@reNGNBL] noun, rapport m  raison 

rational number [@rWGBnl], un nombre rationnel 

Real [rNBl], Mathematics, réel 

Real numbers denoted by ä,  On note par ä l’ensemble des nombres réels.
 

real-valued function fonction à valeurs réelle 
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reasoning [@ri:znNE], raisonnement m
 

recall [rN@kC:l] 

Recall that, rappelons que 

Reciprocal [rN@sNprBkBl], réciproque, inverse 

Reduction [rN@dHkGBn],  réduction f 

Reduction of a quadratic form to a sum of squares 

Reference [@refrBns],   bibliographie 
f
, référence f 

reflexive [rN@fleksNv],   Mathématique, réflexif , -ive 

Regular [@regjLlB*],   régulier 

Relation [rN@leNGBn],  relation 

relatively prime premiers entre eux 

remainder [rN@meNndB*], reste m 

Remark [rN@mA:k],   remarque f 

representation [,reprNzen@teNGBn],   représentation f 

research [rN@sM:tG], recherche(s) f(pl) 

Residue [@rezNdju:],   résidu m 

Resolvable [rN@zKlvBbl] adjective résoluble 

Resolve [rN@zKlv],   résoudre v 

respectively [rN@spektNvlN], resp. respectivement 

Rest [rest], le reste 
m

 

restriction [rN@strNkGBn] restriction f, limitation f 

Result [rN@zHlt],  résultat m 
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Riemannian geometry noun géométrie f riemannienne 

Riemannian, riemannien 

Right angle angle droit 

Ring [rNE],   anneau m 

Root [ru:t], Mathematics, racine f Simple root, racine simple, 

double root racine double, triple root racine triple, multiple root 

racine multiple,  root of multiplicity m racine de multiplicité m 

root of multiplicity m racine de multiplicité m 

Row [rBL],  ligne 
f
  

row vector vecteur ligne 

Rule [ru:l],   règle f 

S 
Said [sed], A sequence is said to be Cauchy if,  Une suite est dite de Cauchy, 

si 

Sample [@sA:mpl],   échantillon m 

Scalar [@skeNlB*] Mathematics,  scalaire 
m,adj 

Scalar product, Produit scalaire 

Section [@sekGBn], section f, partie f  

Self-adjoint [self], autoadjoint (opérateur) 

Semi- [@semN], semi-,  seminorm, semi-norme 

Separability, séparabilité 

Separable [@sepBrBbl], séparable adj
 

Separation [,sepB@reNGBn],  séparation 
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Sequence [@si:kwBns], suite f 

Series [@sNBrNz],   Mathematics, série f,  suite f 

seriously [@sNBrNBslN] adverb  sérieusement, avec sérieux 

Set [set], collection f
, ensemble 

m
 

Set of n-th degree polynomials, L@ensemble des polynômes de degré 

n. 

Setting [@setNE] 

Setting [@setNE],   posons, on pose 

Several [@sevrBl], plusieurs, several variables, plusieurs variables 

Show that  [GBL],   montrer que 

Sign [saNn], le signe m  

Similar [@sNmNlB*],   semblable adj 

Similar matrices, matrices semblables 

similarly [@sNmNlBlN] adverb, de la même façon, de façon similaire 

Similarly, we have,  de la même façon, on a 

Simplification [,sNmplNfN@keNGBn],  simplification 
f
 

Simultaneous [,sNmBl@teNnNBs],  simultané,   simultanément 

Simultaneous nonlinear equations 

since [sNns],  comme, puisque 

Since f is linear, comme f est linéaire 

Sine [saNn], sinus, sine x,  sinus x 

situation [,sNtjL@eNGBn]  noun situation f 

skew [skju:], anti- 
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skew-symmetric, anti-symétrique 

Solution [sB@lu:GBn],   solution 
f
 

Solution of systems of linear equations 

solve [sKlv], résoudre v
 

Some [sHm], some examples, quelques exemples 

Space [speNs], un espace 

Special [@speGBl],   spécial, particulier 

Special matrices 

Spectral [@spektrBl], le rayon spectral 

Spectral analysis, Analyse spectrale 

Spectre, specter US [@spektB*],  spectre m 

Square [skwDB*],   carré m 

Square matrix of order n, matrice carrée d'order n. 

Squarefree numbers, libre de carrés 

Standard [@stWndBd],  standard, 

Standard basis, la base canonique 

Step [step], étape, two steps, deux étapes 

Strictly [@strNktlN],   d'une manière stricte 

strictly increasing function fonction strictement croissante 

Strictly less than, strictement inférieur-e à  

strictly monotone function fonction strictement monotone 

Strong [strKE],  fort adj
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Strong convergence and weak convergence  

Structure [@strHktGB*],   structure f  

Study [@stHdN],  étude f  

Sub [sHb], subsequence, subspace, ….., sous-suite, sous-espace, …. 

subgroup [@sHbgru:p],  sous-groupe m 

subgroup [@sHbgru:p], sous-groupe m 

subject [@sHbdFNkt] 

Subsequence, sous-suite 
f
 

Subsequent [@sHbsNkwBnt], in the subsequent chapters. 

subset [@sHb,set],   sous-ensemble m 

Subspace [@sHb, speNs], sous-espace 
m

 

Subspecies [@sHb,spi:Gi:z] pl  sous-espèce f 

substitution [,sHbstN@tju:GBn], remplacement  m,  substitution f  

subtract [sBb@trWkt]  verb soustraire 

Successive [sBk@sesNv] adjective  successif 

Successive [sBk@sesNv], successive itérations. 

Such that, tel que, tels que, telle que, telles que 

Sufficient [sB@fNGBnt],   suffisant adj   Sufficient condition 

Summation [sH@meNGBn], addition f 

Sup [sHp],   sup, maths, supérieur, the sup of A, le sup de A 

superior [sL@pNBrNB*] 

surface [@sM:fNs]   surface f 
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Surjective [sM:@dFektNv],   surjectif adj 

Symmetric [sN@metrNk],   Mathematics, symétrique 

Symmetric positive definite matrices 

Symmetrically [sN@metrNkBlN] adverb  symétriquement, avec 
symétrie 

Symmetry [@sNmNtrN] noun   symétrie f 

System [@sNstBm],  système m 

T 
Table [@teNbl],  tableau 

m
, liste 

f 

tangent [@tWndFBnt] noun, Mathematics,  tangente f 

TD [ti:@di:],   abréviation de travaux dirigés (Université) 

Technique [tek@ni:k],   technique f 

tend [tend]  

The dimension of a vector space 

The intersection of S and T , the union of S and T. 

the Laplace operator opérateur de Laplace 

The set of ……such that, {The set of … such that...}, 
L@ensemble de …tel que  

theme [Ii:m], thème m, sujet m 

Theorem [@INBrBm], théorème m  

theoretician [,INBrB@tNGBn] theorist [@INBrNst] noun  

Theory [@INBrN],  théorie f 
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Therefore [@JDBfC:*], donc,  par conséquent 

This means, c’est-à-dire 

PhD [,pi:eNtG@di:] Univ  abbreviation of  Doctor of Philosophy = 

qualification  doctorat m
  to have a PhD in ... : avoir un 

doctorat de ... 

throughout [IrL@aLt] preposition, partout dans 

Times [taNmz],  multiplier,  fois, 3 times 4, 3 foie 4 

To present, to show, to prove, …  

Topologic [,tKpB@lKdFNk], topological [,tKpB@lKdFNkBl],  topologique adj 

Topological space, espace topologique 
adj 

Topology [tB@pKlBdFN],   topologie f 

total [@tBLtl] 

Trace [treNs], la trace 
f
 

Trace, the trace of a matrix, la trace d@une matrice 

Transcendental [,trWnsen@dentl],  transcendant 

Transcendental number,  un nombre transcendant 

transformation [,trWnsfB@meNGBn] noun Mathematics, 

Physics, Linguistics transformation f 

Transitive [@trWnzNtNv] , transitif adj  

Transpose [trWns@pBLz],  transposer 

Transpose, A transpose, A transposée 

Triangle [@traNWEgl], triangle m 

Triangle inequality, inégalité triangulaire 
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Triangular [traN@WEgjLlB*],   triangulaire adj
 

Tridiagonal matrices 

tridimensional [,traNdN@menGBnl],tridimensionnel, à trois dimensions 

Trigonometric formulae, formules trigonométriques   

Trigonometric, [,trNgBnB@metrNk],   trigonometrical 
[,trNgBnB@metrNkBl],  trigonométrique, série trigonométrique 

trilinear form, forme trilinéaire 

triple [@trNpl], triplet 

Trivial [@trNvNBl],   trivial, -e, mpl -iaux 

Twice [twaNs], deux fois 

twice differentiable function fonction deux fois dérivable 

n-times continuously differentiable function fonction n fois 
continument dérivable 

twin [twNn], twin primes,  nombres premiers jumeaux 

U 
Unbounded [Hn@baLndNd],  illimité, non borné 

Unbounded operator, opérateur non borné 

Uncountable [@Hn@kaLntBbl],   non dénombrable, the set of real 
numbers is not uncountable. 

understand [,HndB@stWnd] understood 

Unicity,  unicité 
f  

Uniform [@ju:nNfC:m],  uniforme 

Uniformly [@ju:nNfC:mlN], uniformément, a map uniformly continuous, 
application uniformément continue.  
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Union [@ju:njBn],   union 

Unique [ju:@ni:k],  unique
 adj 

uniquely [ju:@ni:klN] adverb  

Uniqueness [ju:@ni:knNs],  unicité 
f
  

Unit [@ju:nNt],  unité f 

Unitary [@ju:nNtBrN], matrice unitaire, groupe unitaire, application 
unitaire 

Unknown [@Hn@nBLn],   inconnu adj
 

Unlimited [Hn@lNmNtNd],  illimité adj 

unresolved [@HnrN@zKlvd] = unsolved, problem, non résolu 

Upper [@HpB*], upper bound,  la borne supérieure 

Upper triangular matrix, matrice triangulaire supérieure 

Using integration by parts gives,  

Using the last equation gives 

Using theorem 1.2,  En utilisant le théorème 1.2,  

usual [@ju:FLBl] 

V 
Value, values [@vWlju:], valeur

 f
 

Variable [@vDBrNBbl],   variable 

Variation [,vDBrN@eNGBn],    variation f 

variety [vB@raNBtN]  noun variété f 

Various [@vDBrNBs] différent 
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Vect [@vekt]   Vect 

Vector [@vektB*],   Mathematics,  vecteur m 

vector space of dimensi onn,espace vectoriel de dimension n 

Vector space, un espace vectorial ou un espace vectorial normé 

vector subspace, sous-espace vectoriel 

verification [,verNfN@keNGBn] = check, vérification f,  

viewpoint [@vju:pCNnt], point m de vue 

Volume [@vKlju:m], noun, volume m 

W, Z, X 

Wave [weNv],   wave equation,  équation  des ondes 

We denote by , on note par 

We distinguish two cases, On distingue deux cas 

We have, we@ve,  on a,  nous avons 

We obtain, on trouve 

We put, Put, Setting,  posons, on pose 

We see that, on voit que 

weak [wi:k],  faible,  weak convergence 

Weak topology, la topologie faible 

whatever [wKt@evB*]  

whence [wens] conjunction d'où 

Whence, hence, therefore, and hence [wens],   d'où 
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where, where p is an odd prime, où  

whereas [wDBr@Wz] conjunction = while alors que, tandis que 

whereby [wDB@baN] pronoun par quoi, par lequel (or laquelle etc), au 
moyen duquel (or de laquelle etc) 

whether [@weJB*], si   which [wNtG]  whichever [wNtG@evB*] 

while [waNl] = during the time that pendant que 

whole [hBLl] adjective = entire  tout, entier 

whose [hu:z] possessive pronoun à qui 

with respect to [= w.r.t.],  par rapport à 

wlog = without loss of generality 

Work [wM:k],   travail, in this work we prove that …., dans ce travail 
montrons que ….. 

X, x  [eks], x to the power n, X to the n, X à la puissance n. 

zero [@zNBrBL], pl zeros or zeroes noun zéro m 

zeta   zeta   zeta function 

Part 4, Nonordinary English words  

In the following section we ask wether we can read correctly the following  mathematical 

words or not, without seeing the ordinary Engish words. 

4.1. Nonordinary mathematical words 

Problem 1. Re-write the following mathematical words in ordinary Engish. 

A [B @set] [B@bHv] [@WbsBlu:t] [@WdNE] [B@dNGBn] [Bd@mNt] [@WldFNbrB] [,WldFN@breNNk] 

[@WlgB,rNJBm] [@KltBneNtNE] [B@nWlBgBs] [B@nWlBsNs] [B@nWlNsi:z] [@A:nsB*] [,WplN@keNGBn] 

[B@prBLtG] [@A:bNtrBrN] [B,prKksN@meNGBn] [A:k] [@A:gjLmBnt] [@A:tNkl] [B@rNImBtNk]  

[B@saNn] [B@sBLGNBtNv]  [B@sju:m]  [@WksNBm]. 
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B [bC:l] [@beNsNk] [@beNsNs] [bN@lKE] [baN@dFektNv] [sM:@dFektNv] [Nn@dFektNv] [@baNnBrN] 

[baN@nBLmNBl] [baN@sekGBn] [baLnd] [@baLndBrN] [brA:ntG] [bHt].  

------------------------------------------------------------------------------- 

 C [@kWlkjLlBs] [kB@nKnNkBl] [kA:@ti:zNBn]  [@tGeNndFNE] [@tGWptB*] [,kWrNktB@rNstNk]  

[,kWrNktBraN@zeNGBn], [@sM:kl] [sB@kHmfBrBns] [klA:s] [klBLzd] [kBL] [,kBLN@fNGBnt] 

[@kBL,fWktB*] [kB@lekGBn][@kKlBm] [laNn] [,kKmbN@neNGBn]  [@kKment] [kB@mju:tBtNv]  

[kBm@pWkt] [kBm@pWrNsn] [@kKmplNmBnt] [@kKmpleks] [@nHmbB*z] [kBm@pBLnBnt] 

[@kKmpBzNt] [@kKnsept] [kBn@klu:d]  [kBn@klu:FBn] [kBn@dNGBn] [@kKndFLgeNt] 

[kBn@dFektGB*] [@kKnsNkwBns]  [kBn@sNdB*]  [@kKnstBnt] [kBn@teNn] [kBn@tNnjLBs] 

[kBn@trWkGBn] [,kKntrB@dNkGBn]  [@kKntent] [@kKntLB*] [kBn@vM:dF]  [kBn@vM:dFBns] 

[kB@nekt] [@kKn@veks] [,kKnvB@lu:GBn] [kB@rKlBrN] [@kBLsaNn] [saNn] 

[@kaLntBbl][kBL@vDBrNBns] [kraN@tNBrNBn][kraN@tNBrNB] [krKs]  [@saNklNkBl] [@kju:bNk]  

[kM:v]. 

------------------------------------------------------------------------------- 

D [,di:kKmpB@zNGBn] [di:@kri:sNE] [dN@faNn] [@defNnNt] [,defN@nNGBn][dN@gri:]  [@deltB] 

[@demBnstrBbl] [,demBn@streNGBn] [dN@nKmNneNtB*] [dN@nBLt]  [@densNtN] [dN@pendBns]   

[,NndN@pendBns] [,derN@veNGBn] [dN@rNvBtNv] [dN@tM:mNnd]   [@HndN@tM:mNnd] 

[dN@tM:mNnBnt] [dN@velBpmBnt]   [daN@WgBnl]  [@daNBgrWm] [@dNfrBns]  [,dNfB@renGBl] 

[,dNfBrenGN@eNGBn] [@dNfNkBlt], [@dNdFNt] [daN@rekt]  [dN@rekt] [dNs@kri:t] [,dNskBn@tNnjLBs] 

[,dNskKntN@nju:NtN] [dNs@kHGBn] [dNs@dFCNnt]      [@dNstBns]  [dNs@tNEgwNG] [dNstrN@bju:GBn] 

[daN@vM:dF] [daN@vM:dFBns]          [dN@vaNdNd]  [dN@vNzBbl] [dN@vNFBn] [dN@vaNzB*] 

[dBL@meNn] [@dHbl] [dKt]  [@djLBl] [djL@WlNtN]. 

------------------------------------------------------------------------------- 

 E [@i:zN] [eNFBn pDB*] [eNFBn @vWlju:]  [eNFBn @vektB*] [eNFBn [@fHEkGBnz] [eNFBn speNs]    

[@elNmBnt] [N,lNmN@neNGBn] [N@lNps] [N@lNptNk] [N@lNptNkBl] [@emptN]  [,endBL@mC:fNzBm] 

[@envBlBLp] [@i:kwBl] [N@kwKlNtN] [N@kweNFBn] [,i:kwN@lNbrNBm] [N@kwNvBlBns][@erB*] 

[,estN@meNGBn] [ju:@klNdNBn] [N@vWljLeNt] [@i:vBn]  [Kd]  [N@vent] [@evNdBnt] [@KbvNBs]  

[Ng@zWkt] [Ng@zA:mpl] [@eksBsaNz] [Ng@zNstBns] [Nk@spWnGBn] [Nk@sperNmBnt]   [Nk@spres] 

[Nk@stenGBn]  [Nk@stremNtN] [Nk@stNBrNB*]. 

------------------------------------------------------------------------------- 

F [@fWktB*] [@fWmNlN] [@fWktB,raNz] [@fNnNG][fM:st]  [@fM:stlN][fNkst] [@fKlBLNE] [fC:*] 

[fC:m] [@fC:mjLlB] [@frWkGBn][@frWkGBnl]  [fri:] [@fHEkGBn]  [@fHEkGnBl] [,fHndB@mentl]          

G [@gWmB] [gaLs] [@dFenBrBl] [,dFenBrBlaN@zeNGBn] [dFN@KmNtrN] [@glBLbl] [@greNdNBnt] 

[grA:f] [gru:p]   [rNE]  [@bKdN]  [fi:ld]. 
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H [@aLB*] [hA:@mKnNk] [hi:t][hNnt] [,hBLmB@dFi:nNBs]  [hB@mKdFNnBs]   

[hBLmNB@mC:fNzBm] [,hKmB@mC:fNzBm] [haN@pM:bBlB]  [,haNpB@bKlNkBl]  [,haNpB@bKlNkBl] 
[haN@pM:bBlCNd]  [,haN@pKINsNs]   [haN@pKINsi:z] [aN@dNB] [aN,dentNfN@keNGBn]  [aN@dentNtN] 

[N@mi:dNBt] [,NmplN@keNGBn] [Nm@plNsNt] [Nm@plaN]   [Nm@prKpB*]   [Nn]  [B@kC:dBns] 

[Nn@klu:d] [Nn@kri:sNE] [Nn@defNnNt] [,NndN@pendBns] [Nn@dHkGBn] [Nn@dHktNv] 

[,NnN@kwKlNtN] [,NnfNnN@tesNmBl] [N@nNGBl] [Nn@dFekGBn] [,Nn@hBLmB@dFi:nNBs] [@NnB*] 

[@NntNdFB*] [@NntNgrBl] [,NntN@greNGBn]  [@NtBrBtNv]   [Nn@tNBrNB*]  [Nn,tM:prN@teNGBn] 

[Nn,tM:pB@leNGBn] [NntB@sekGBn] [@NntBvBl] [Nn@vDBrNBnt] [@NnvM:s] [N@rWGBnl] 

[,aNsBL@mC:fNzBm] 

K    [@kM:],  [@kM:nl]. 

------------------------------------------------------------------------------- 

 L [lA:st] [lC:] [lB@greNnd] [lB@greNndFNBn] [lB@plWs] [li:st] [@lemB] [leE(k)I]  [let]  [@lNmNt]  

[@lNnNB*] [@lBLkBl] [lKg] [@lKgBrNIBm] [@lBLB*  baLnd].     

M [@mWp] [@mWpNE] [mWs] [mWI] [,mWIB@mWtNkBl] [,mWIB@mWtNkBlN] 

[,mWIBmB@tNGBn] [mWIs] [,mWIB@mWtNks]  [@meNtrNks  [@mWksNml], [@mWksNmBm]  

[@mWksNmB] [@meFB*] [@meIBd] [@metrNk] [@mNnNmBm]  [@mNnNmB] [@mKdjLlBs] 

[@mKnBtBLn] [@mC:fNzBm] [,mBLtN@veNGBn] [@mHltN] [,mHltNplN@keNGBn]  [@mHltNplaNd]   

[,mHltN@plNsNtN]. 

N [@negBtNv]  [@pKzNtNv] [@neNbBhLd]  [nju:] [nKn] [,nKn@lNnNB*]  [nKnkB@mju:tBtNv]  

[nC:m] [@nC:mBl] [nBL@teNGBn] [@nju:mBreNtB*] [@nHmbB*]  [nju:@merNkBl]  

[nju:@merNkBlN].  

------------------------------------------------------------------------------- 

 O [@KbdFNkt] [@KbvNBs] [@KfBn, @KftBn][Kn]   [@BLpBn] [,KpB@reNGBn]   [@KpBreNtB*] 

[@KpBzNt] [@KrNdFNn] [C:@IKgBnl]  [C:IB@ nC:mBl]   

P [pB@rWmNtB*] [,pWrB@metrNk] [,pWrB@bKlNk] [pB@renINsNs] [pB@renINsi:z] [pB@tNkjLlB*]  

[pA:@tNGBn] [pB@sent] [@pNBrNBd] [,pM:mjL@teNGBn] [,kKmbN@neNGBn] [,pNBrN@KdNk] [pi:s] 

[fN@nKmNnB] [plHs]  [@maNnBs]  [@pwA:sBn] [@pBLlB*]  [,pKlN@nBLmNBl]  [pri:]  [praNm] 

[@prNmNtNv]  [@prNnsNpBl] [,prKbB@bNlNtN]  [@prKblBm] [@prBLses] [@prKdHkt]  [prB@greGBn] 

[prB@dFekGBn] [pru:f] [@prKpBtN] [prB@vaNdNd] [pjLB*] [paN@IWgB@rNBn].    

 

Q [kwK@drWtNk]  [@kwKntNtN]  [@kweNzaN]  [@kwestGBn] [@kwBLGBnt]. 

R [@reNdNBs]  [@DBrNB]   [sB@kHmfBrBns] [@rWndBm] [rWEk] [@rWGBnl] [rNBl]  [rN@kC:l] 

[rN@sNprBkBl]  [@rek,tWEgl ] [rN@kHrBns]  [Nn@dHkGBn] [rN@fleksNv]  [sN@metrNk]   
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[@trWnzNtNv] [rN@fleksNv] [@regjLlB*] [rN@leNGBn] [@relBtNv] [,reprNzen@teNGBn] [@rezNdju:]  

[,rezB@lu:GBn [rN@zKlv]  [sKlv] [rest]  [rN@zHlt] [ri:@mWnNBn] [rNE]  [ru:t] [rBL@teNGBn] [ru:l].      

------------------------------------------------------------------------------- 

S [@sA:mpl]  [@skeNlB*]   [GBL] [sM:tG]  [@si:kBnt] [@sekBnd] [@semN] [@sepBrBbl]  [@si:kwBns]   

[@sNBrNz]  [@si:kwBns] [set] [saNn] [sNg@nNfNkBnt] [@sNmNlB*]   [,sNmBl@teNnNBs][@sNEgl] 

[@sNEgjLlB*]  [slBLp]  [sB@lu:GBn]  [sKlv] [N@nNGBl],  [speNs]  [@spektrBl] [skwDB*] [skwDB*]    

[stB@bNlNtN] [@steNGBnBrN]  [stB@tNstNk] [stK@kWstNk]  [@strHktGB*] [@stHdN] [@sHbgru:p]                      
[@sHb,set] [@sHb,speNs]  [@sHb,spi:Gi:z] [@sHbstNtju:t]  [,sHbstN@tju:GBn],  [sHm]    [sH@meNGBn] 

[@sHmBraNz] [sH@meNGBn]   [sHp] [sM:d] l [N@rWGBnl] [@sM:fNs] [sN@metrNk], [sN@metrNkBl] 

[@sNmNtrN]  [@sNstBm].     

T [@teNbl]  [@tWndFBnt]  [tek@ni:k]   [taNmz]   [Jen]  [@INBrBm]  [INB@retNkBl]  [INB@retNkBlN] 

[@INBrN] [Wd] [B@laL]  [@pM:mNt]   [@i:kwBl]   [@lKdFNk]  [tB@pKlBdFN] [treNs]  [trWns@pBLz]  

[,trWnsen@dentl] [trB@pi:zNBm] [trB@pi:zNB]  [@trWpNzCNd]   [@traNWEgl]  [,traNdaN@WgBnl]  

[,traNdN@menGBnl] [,trNgBnB@metrNkBl] [, trNgBnB@metrNkBl]  [@trNpl] [twaNs]. 

 U, V, W [Hn@baLndNd] [@Hn@kaLntBbl]  [@HndN@tM:mNnd]  [@ju:nNfC:m]  [@ju:njBn]                       

[@Hn@mNkst] [ju:@ni:knNs] [@ju:nNt]  [@Hn@nBLn] [@HpB*  baLnd] [,ju:nN@vM:sBl]  [@vWlju:]  

[@vWlju:d] [@vDBrNBbl] [@vDBrNBns] [,vDBrN@eNGBn] [@vaNB] [@vektB*]                                             

[weNv]  [hi:t] [weN]  [@mWnB*]  [wi:k]  [@wi:klN]  [wen]  [wNJ, wNI]  [wM:k]  [@zNBrBL].  

4.2. Problems with phonetic symbols 

Problem 1. Read correctely the following words. 
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Problem 2. Read correctely the following words. 

 

Problem 3. Read correctely the following words. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Djamel [@dFWmel ] 

child [tGaNld] 

wild [waNld] 

milk [mNlk] 

level [@levl] 

pupil [@pju:pl] 

full [fLl] 

real [rNBl] 

small [smC:l] 

call [kC:l] 

lunch [lHntG] 

several [@sevrBl] 

natural [@nWtGrBl] 

general [@dFenBrBl] 

o [@meNtrNks]  

o [@mWksNml]   

o [@mWksNmBm],  

o [@meFBrBbl] 

o [@meFB*] 

o [@meIBd] 
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 Matrix [@meNtrNks]  

 Maximal [@mWksNml]   

 Maximum [@mWksNmBm],  

 Measurable [@meFBrBbl] 

 Measure [@meFB*] 

 Method [@meIBd] 

o [Wl@dFNBrNB] 

o [@beldFBm] 

o [@wLdnt] 

o [@eNprBl] 

o [deN] 

o [@gHvBnmBnt] 

o [,sHbstN@tju:GBn]  

o [sB@dFest]  

 Algeria [Wl@dFNBrNB] 

 Belgium [@beldFBm] 

 wouldn't [@wLdnt] 

 April [@eNprBl] 

 day [deN] 

 government [@gHvBnmBnt] 

 substitution 
[,sHbstN@tju:GBn]  

 suggest [sB@dFest] 

o [@mNrB*] 

o [lA:dF] 

o [lA:f] 

o [N@nHf] 

o [Nm@pC:tBns] 

o [,NnfB@meNGBn] 

 mirror [@mNrB*] 

 large [lA:dF] 

 laugh [lA:f] 

 enough [N@nHf] 

 importance [Nm@pC:tBns] 

 information [,NnfB@meNGBn] 

o [@hNstBrN] 

o [@peNGBnt] 

o [@pCNznBs]  

o [dN@zA:stB*] 

o [@lC:jB*]  

o [@kwestGBn] 

o [,kwestGB@nDB*] 

 history [@hNstBrN] 

 patient [@peNGBnt] 

 poisonous [@pCNznBs]  

 disaster [dN@zA:stB*] 

 lawyer [@lC:jB*]  

 question [@kwestGBn] 

questionnaire [,kwestGB@nDB*] 
 

o [@mNrB*] 

o [lA:dF] 

o [lA:f] 

o [N@nHf] 

o [Nm@pC:tBns] 

o [,NnfB@meNGBn] 
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o [rNBl] 

o [rLm] 

o [praNs] 

o [@pNktGB*] 

o [@fju:tGB*] 

o [traN] 

o [@neNtGB*] 

o [@nWtGrBl] 

o [@lNtBrNtGB*]  

 real [rNBl] 

 room [rLm] 

 price [praNs] 

 picture [@pNktGB*] 

 future [@fju:tGB*] 

 try [traN] 

 nature [@neNtGB*] 

 natural [@nWtGrBl] 

 literature [@lNtBrNtGB*]  

o [@steNdNBm] 

o [@trWfNk] 

o [Nn@tenGBn] 

o [@speGBlaNz] 

o [@speGBl] 

o [,HndB@laNn] 

o [,NntrB@dju:s] 

o [,NntrB@dHkGBn] 

 stadium [@steNdNBm] 

 traffic [@trWfNk] 

 intention [in@tenGBn] 

 specialize [@speGBlaNz] 

 special [@speGBl] 

 underline [,HndB@laNn] 

 introduce [,NntrB@dju:s] 

 introduction [,NntrB@dHkGBn] 

o [prB@vNFBn] 

o [@vNFBn] 

o [@levl] 

o [Nl] 

o [@leNtB*] 

o [@pA:tN] 

o [@laNbrBrN] 

 provision [prB@vNFBn] 

 Vision [@vNFBn] 

 level [@levl] 

 ill [Nl] 

 later [@leNtB*] 

 party [@pA:tN] 

 library [@laNbrBrN] 

• [@mju:zNk] 

• [mju:@zNGBn] 

• [@feNmBs]  

• [pjLB*] 

• [@lNtl] 

• [@lNsn] 

• [wM:d] 

• [wM:ld] 

 music [@mju:zNk] 

 musician [mju:@zNGBn] 

 famous [@feNmBs]  

 pure [pjLB*] 

 little [@lNtl] 

 listen [@lNsn] 

 word [wM:d] 

 world [wM:ld] 
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o [@wedNE] 

o [@mC:nNE] 

o [@dFWnjLBrN] 

o [beNF] 

o [peNdF] 

o [wNl] 

 wedding [@wedNE] 

 morning [@mC:nNE] 

 January [@dFWnjLBrN] 

 beige [beNF] 

 page [peNdF] 

 will [wNl] 

• [Nlek@trNsBtN] 

• [@dFHstNs] 

• [,dFHstNfN@keNGBn] 

• [Wt] 

• [kaNnd] 

• [@kaNndnNs] 

• [,pKlN@nBLmNBl]  

 would [wLd] 

 should [GLd] 

 bone [bBLn] 

 potato [pB@teNtBL] 

 girl [gM:l] 

 first [fM:st] 

 near [nNB*] 

 here [hNB*] 

o [prB@dju:s] 

o [@pNknNk] 

o [mNlk] 

o [@sevrBl] 

o [pA:k] 

o [kA:*] 

o [@mi:tNE] 

o [@mNnNstrN] 

o [@mNnNmBm] 

 produce [prB@dju:s] 

 picnic [@pNknNk] 

 milk [mNlk] 

 several [@sevrBl] 

 park [pA:k] 

 car [kA:*] 

 meeting [@mi:tNE] 

 ministry [@mNnNstrN] 

 minimum [@mNnNmBm] 

o [@peNpB*] 

o [pB@tNkjLlB*] 

o [pB@tNkjLlBlN] 

o [@frWEklN] 

o [@prKpBtN] 

o [ki:] 

o [JeN] 

 paper [@peNpB*] 

 particular [pB@tNkjLlB*] 

 particularly [pB@tNkjLlBlN] 

 frankly [@frWEklN] 

 property [@prKpBtN] 

 key [ki:] 

 they [JeN] 
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 patient [@peNGBnt] 

 poisonous [@pCNznBs]  

 disaster [dN@zA:stB*] 

 lawyer [@lC:jB*]  

 question [@kwestGBn] 

 questionnaire [,kwestGB@nDB*] 
noun  

o [wLd] 

o [GLd] 

o [bBLn] 

o [pB@teNtBL] 

o [gM:l] 

o [fM:st] 

o [nNB*] 

o [hNB*] 

 problem [@prKblBm] 

 spacious [@speNGBs] 

 interior [Nn@tNBrNB*] 

 exterior [Nk@stNBrNB*] 

 consultation [,kKnsBl@teNGBn]  

 couldn't [@kLdnt]  

o [@prKblBm] 

o [@speNGBs] 

o [Nn@tNBrNB*] 

o [Nk@stNBrNB*] 

o [,kKnsBl@teNGBn]  

o [@kLdnt]  

 material [mB@tNBrNBl] 

 mathematics [,mWIB@mWtNks] 

 mathematician [,mWIBmB@tNGBn] 

 system [@sNstBm] 

 measure [@meFB*] 

• [mB@tNBrNBl] 

• [,mWIB@mWtNks] 

• [,mWIBmB@tNGBn] 

• [@sNstBm] 

• [@meFB*] 

 lesson [@lesn] 

 session [@seGBn] 

 maximal [@mWksNml] 

 maximization [,mWksNmaN@zeNGBn] 

 march [mA:tG] 

 message [@mesNdF] 

o [@lesn] 

o [@seGBn] 

o [@mWksNml] 

o [,mWksNmaN@zeNGBn] 

o [mA:tG] 

o [@mesNdF] 

 knowledge [@nKlNdF] 

 lady [@leNdN] 

 comb [kBLm] 

 language [@lWEgwNdF] 

 sufficient [sB@fNGBnt] 

 force [fC:s] 

 law [lC:] 

 lazy [@leNzN] 
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o [@nKlNdF] 

o [@leNdN] 

o [kBLm] 

o [@lWEgwNdF] 

o [sB@fNGBnt] 

o [fC:s] 

o [lC:] 

o [@leNzN] 

 electricity [Nlek@trNsBtN] 

 justice [@dFHstNs] 

 justification [,dFHstNfN@keNGBn] 

 at [Wt] 

 kind [kaNnd] 

 kindness [@kaNndnNs] 

 polynomial [,pKlN@nBLmNBl]  

1. International [,NntB@nWGnBl]  

2. internationalist [,NntB@nWGnBlNst] 

3. internationalization [,NntB,nWGnBlaN@zeNGBn] 

4. Unemployment [@HnNm@plCNmBnt]  

5. Try [traN]  

6. future [@fju:tGB*]   

7. satisfy [@sWtNsfaN],   

8. technique [tek@ni:k]    

9. generalization [,dFenBrBlaN@zeNGBn]   

10. toward [tB@wC:d]   

11. clothes [klBLJz],   

12. supporter [sB@pC:tB*]   

13. opponent [B@pBLnBnt],  

14. summarize [@sHmBraNz]  

15. procedure [prB@si:dFB*]  

1. [,NntB@nWGnBl]  

2. [,NntB@nWGnBlNst]  

3. [,NntB,nWGnBlaN@zeNGBn] 

4. [@HnNm@plCNmBnt]  

5. [traN]  

6. [@fju:tGB*]   

7. [@sWtNsfaN]   

8. [tek@ni:k]    

9. [,dFenBrBlaN@zeNGBn]   

10. [tB@wC:d]   

11. [klBLJz]   

12. [sB@pC:tB*]   

13. [B@pBLnBnt]  

14. [@sHmBraNz]  

15. [prB@si:dFB*]  
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Problem 4. Read correctely the following words. 

pure [pjLB*] 

cocksure [@kKkGLB*] 

[dN@trWkGBn] 

[spWn] 

[mBLl] 

[N@tM:nNtN] 

[@kKnfBrBns] 

[@fHstN] 

[fju:@tNlNtN]  

[@fju:tGBrNzBm] 

[dN@vaNs] 

[@jLBrBL] 

[@feNmBs] 

[fB,nWtNsaN@zeNGBn]  

[kB@mens]  

[kB@mensBlNzBm]  

[Nn@dHstrNBs]  

[@laNfB*] 

[Ng@zC:lt]  

[Ng@zWmNnB*] 

[@dWm@fu:l] 

[@klemBnsN] 
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[bBLl] 

[@bBLlNE] 

[kKk] 

[@kKkB*]  

[@kKkNnNs]  

decumulation [,dNkju:mjL@leNGBn]  

electrotechnological [N,lektrBL,teknB@lKdFNkBl] adjective  

electrothermal [N,lektrBL@IM:mBl] electrothermic 

[N,lektrBL@IM:mNk] adjective  

electrovalence [N,lektrBL,veNlns], electrovalency 

[N,lektrBL@veNlnsN] noun  

communize [@kKmju:naNz] transitive verb  

beleaguered [bN@li:gBd]  adjective  

believe [bN@li:v] 

Belisha beacon [bN@li:GB@bi:kBn]  

caryopsis [,kWrN@KpsNs] nouncaryopses [,kWrN@Kpsi:z], , or 

caryopsides [,kWrN@KpsN,di:z] 

cybersquatting [@saNbBskwKtNE]  

charmless [@tGA:mlNs] adjective  

characteristically [,kWrNktB@rNstNkBlN] adverb  

charbroiled [@tGA:,brCNld] adjective  

diabolism [daN@WbBlNzBm] noun  

endocardium [endBL@kA:dNBm], pl endocardia 
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indiscriminately [,NndNs@krNmNnNtlN] adverb  

indispensable [,NndNs@pensBbl]   adjective  

monolingual [,mKnBL@lNEgwBl] adjective  

monolith [@mKnBlNI] noun  

monologue , [@mKnB,lKg] noun  

monocracy [mK@nKkrBsN] noun  

pizzicato    [,pNtsN@kA:tBL] adverb  

Optimism [@KptNmNzBm] 

Insignificance [,NnsNg@nNfNkBns]  

Futility [fju:@tNlNtN]  

Grateful [@greNtfLl] 

Omission [BL@mNGBn] 

to destroy [dNs@trCN] 

Mixture [@mNkstGB*]  

to issue [@NGu:] 

to give [gNv] 

to publish [@pHblNG] 

to summer [@sHmB*] 

convention [kBn@venGBn] 

conventional [kBn@venGBnl] 

leaders [@li:dB*z] 

for example, for 
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screen [skri:n] 

cover [@kHvB*] 

truthful [@tru:IfLl]  

to sacrifice [@sWkrNfaNs] 

colleague [@kKli:g]  

activate [@WktNveNt], animated [@WnNmeNt] 

break [breNk] = pause [pC:z] = rest 

champion [@tGWmpjBn] 

classified [@klWsNfaNd]   adj 

clean [kli:n] = neat [ni:t] = tidy [@taNdN] 

client [@klaNBnt] 

coldness [@kBLldnNs] n 

colleague [@kKli:g] 

convocation [,kKnvB@keNGBn] 

discussion [dNs@kHGBn] = debate [dN@beNt] 

distinction [dNs@tNEkGBn]  

divorce [dN@vC:s] 

eating [@i:tiE] and drinking [@drNEkNE] 

equity [@ekwNtN] 

exaggeration [Ng,zWdFB@reNGBn]  

expense [Nk@spens] =  cost [kKst] = charge [tGA:dF] 

fear [fNB*] = terror [@terB*] n 
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formal [@fC:mBl]  adj 

hall [hC:l] 

happiness [@hWpNnNs] = joy 

intention [in@tenGBn] = aim [eNm] = purpose [@pM:pBs] 

isolation [,aNsBL@leNGBn] = seclusion [sN@klu:FBn] 

justice [@dFHstNs] = instalment, installment US [Nn@stC:lmBnt] 

lightness [@laNtnNs] n 

pave [peNv], pave the way 

pavement [@peNvmBnt], the pavement 

pavilion [pB@vNlNBn], n 

pay [peN], the pay, to pay 

peaceful [@pi:sfLl] adj, peaceable [@pi:sBbl] adj 

peak [pi:k], con trough [trKf]  

practical [@prWktNkBl] 

practice [@prWktNs], the practice 

practise, practice US [@prWktNs] 

sacrifice [@sWkrNfaNs] 

sensation [sen@seNGBn], feeling [@fi:lNE] n 

stipulation [,stNpjL@leNGBn], condition 

suspect [@sHspekt] 

to disturb [dNs@tM:b] = to trouble [@trHbl] 

to divide, to split 
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to increase [Nn@kri:s, @Nnkri:s],  to grow [grBL] 

to spread [spred],  to diffuse [dN@fju:z] 

to sweeten [@swi:tn] 

tribunal [traN@bju:nl] noun  

variable [@vDBrNBbl] = changeable [@tGeNndFBbl] 

execution [,eksN@kju:GBn] 

lie [laN] 

garden [@gA:dn] 

war [wC:*] 

protest [@prBLtest] : to accept an insult without protest. 

relevance [@relBvBns]  

relevance [@relBvBns], relevancy [@relBvBnsN] noun  

sanctify [@sWEktNfaN] transitive verb  

sanctimoniously  [,sWEktN@mBLnNBslN]  adverb  

tachyon [@tWkN,Kn]  noun  

Problem 5. Read correctely the following words. 

visibility [,vNzN@bNlNtN] noun  

compute [kBm@pju:t] transitive verb  

computer [kBm@pju:tB*] 

computing [kBm@pju:tNE] 

cooperation [kBL,KpB@reNGBn]  

deferential [,defB@renGBl] adj  
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estimation [,estN@meNGBn] noun  

liberation [,lNbB@reNGBn] 

pavilion [pB@vNlNBn] 

reason [@ri:zn] 

reassurance [,ri:B@GLBrBns] 

purism [@pjLBrNzBm] 

steed [sti:d] noun  

steeplechase [@sti:pltGeNs]  

telson [@telsBn] 

lionization [,laNBnaN@zeNGBn] 

Problem 6. Read correctely the following words 

[welI] [gLd] [@mC:nNE] [wLd] [kLd] 

[saN@teNGBn] [treNn] [@mHJB*] [@mA:kNt] [mWp] 

[rN@gretBblN] [@kWmBrB] [mB@Gi:n] [wLlf] [,NntrB@dHkGBn] 

[,redFN@streNGBn] [@spi:GBs] [@dFWnjLBrN] [Nn@vWljLBbl]  [,NntN@fA:dB] 

[@klNBlN] [@spektrBl] [brHG] [@dHbl] [dC:*] 

[BL@mNt] [spu:n] [@dKlB*] [dKg] [@KrNndF] 

[@sekGBn] [fBLn] [,sNtjL@eNGBn] [@sNkstN] [@sevn] 

[,NnkB@rekt] [fBL@netNk] [@sNEgl] [saNz] [@sNgnl] 

[@vM:gju:l] [@peNGBnt] [@eNnGBnt] [B@pNnjBn] [B@fNGBl] 

[pB@rWmNtB*] [@nBLwDB*] [@nHmbB*] [@enN] [@pHnNG] 

[Nm@pC:tBnt] [faLnd] [hBLp] [@KnNst] [haNd] 

[@NntrNkNt] [haNt] [hA:t] [welI] [@hA:dlN]  

[grBLI] [@hWbNt] [graLnd] [@greNtnNs] [gri:s] 

[@NntrNst] [gBLl] [Nn@trWnsNtNv

]  

[gBL] [,kKmbN@neNGBn] 

[hWv] [@prezNdBnt] [@kemNstrN] [@pM:snl] [,NndN@vNdjLBl] 

[teNk] [@WvBrNdF] [tB@geJB*] [@pKlNtNks] [Nn@taNtl]  

[@fM:JB*] [mHnI] [@elNmBnt] [,ju:nN@vM:sNtN

] 

[Nk@stenGBn] 
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[jLB@self] [mA:tG] [@pleNNE] [fi:ld] [rN@sM:tG] 

[Nn@dFCN] [bC:l] [@laNbrBrN] [@tNkNt] [@sNnBmB] 

[@mBLmBnt] [@welkBm] [sB@saNBtN] [sneNk] [smC:l] 

[N@nHf] [tB@deN] [tBL] [@M:dFBnt] [ti:tG] 

You should pronounce the stress @ and the vowels M:  i:   B  u: …very well. 

 

Some words used in Computer  Part 3.

Science 

Read correctly the following words which have relation with computer science. 

ability [B@bNlNtN]  

abstraction [Wb@strWkGBn] 

according [B@kC:dNE] 

achieve [B@tGi:v] 

action [@WkGBn] 

adapt [B@dWpt] 

agent [@eNdFBnt] 

algorithm [@WlgB,rNJBm] 

antivirus 

approach [B@prBLtG] 

architecture [@A:kNtektGB*] 

artifact [@A:tNfWkt] noun  

artifact [@A:tNfWkt] noun  

artificial [,A:tN@fNGBl] 

authors [@C:IB*z] 



Department of  Mathematics                                                                                         UNIVERSITY OF 08 MAI 1945 GUELMA 

                                                                                                                                                  
69 

automation [,C:tB@meNGBn] noun  

autonomous [C:@tKnBmBs] adjective  

autonomously [C:@tKnBmBslN] adverb  

backup [@bWkHp] 

behavior US [bN@heNvjB*] 

belief [bN@li:f] 

binary [@baNnBrN] 

BIOS. basic input output system 

block [blKk]-based [beNst] 

Boolean [@bu:lNBn] adjective  

browser [@braLzB*] noun  

bug [bHg] 

bugs 

byte [baNt] noun  

capsule [@kWpsju:l] 

category [@kWtNgBrN] 

central [@sentrBl] 

challenge [@tGWlNndF] 

character set  

character style 

character user interface 

charge [tGA:dF] 
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checksum 

Cheese worm 

cloud [klaLd] 

code [kBLd], code name 

cognitive [@kKgnNtNv] 

cognitive science 

collective [kB@lektNv] 

comb [kBLm] 

command [kB@mA:nd] 

compatibility and portability 

component [kBm@pBLnBnt] 

compression [kBm@preGBn] 

computation [,kKmpjL@teNGBn] 

computational artifact [,kKmpjL@teNGBnl] 

computational thinking [@INEkNE] 

computer [kBm@pju:tB*], computer system 

concept [@kKnsept] 

conditional [kBn@dNGBnl] 

context [@kKntekst] 

contour [@kKntLB*] 

control [kBn@trBLl] 

cooperation [kBL,KpB@reNGBn]  
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CPM [,si:pi:@em] noun, abbreviation of critical path method  

CPU [,si:pi:@ju: ]    Computing abbreviation of central processing unit  

create [kri:@eNt] 

data [@deNtB] 

debugging [di:@bHgNE] noun  

decision [dN@sNFBn] 

decompose [,di:kBm@pBLz] 

decryption 

deployment [dN@plCNmBnt] noun 

derive [dN@raNv] 

description [dNs@krNpGBn] 

design [dN@zaNn] 

designate [@dezNgneNt] 

destroy [dNs@trCN] 

diagram [@daNBgrWm] 

digital [@dNdFNtBl] 

directly [dN@rektlN] 

divide [dN@vaNd] 

dynamic [daN@nWmNk]  

e-books and digital libraries 

echo [@ekBL] 

education in the computer field  
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e-government 

element [@elNmBnt] noun  

embed , imbed [Nm@bed] 

emergence [N@mM:dFBns] 

Emoticon  [N@mBLtNkBn] noun    Computing 

emulation [,emjL@leNGBn]  

encryption [Nn@krNpGBn] noun  Computing, 
Telecommunications 

enforcement [Nn@fC:smBnt] 

environment [Nn@vaNBrBnmBnt] 

epoch [@i:pKk] 

event [N@vent] 

evolve [N@vKlv] 

exec [Ng@zek]  

execution [,eksN@kju:GBn] 

exit [@eksNt] 

figure [@fNgB*] 

filter [@fNltB*] 

filter [@fNltB*] 

flexibility [,fleksN@bNlNtN] noun  

FORTRAN, Fortran [@fC:trWn] noun  

framework [@freNmwM:k] 

function [@fHEkGBn] 
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future [@fju:tGB*] 

generation [,dFenB@reNGBn 

Globalization [,glBLbBlaN@zeNGBn]   noun  

goal [gBLl] 

GPS [dFi:pi:@es]  abbreviation of global positioning system  

graphics card 

graphics formats, EPS, GIF 

green PC 

grid [grNd] 

grid computing 

groupware [@gru:pwDB*] 

hacker [@hWkB*]    Computing 

hacking [@hWkNE] 

hacking [@hWkNE] noun  Comput  

hardware [@hA:dwDB*] 

help systems 

hierarchy [@haNBrA:kN] noun  

homogenous [hB@mKdFNnBs] adjective  

http [,eNtGti:ti:@pi:],abbreviation of hypertext transfer protocol : http 

human [@hju:mBn] 

hybrid [@haNbrNd] 

Hytime 
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Hz Radio, abbreviation of hertz  

identical [aN@dentNkBl]  

image [@NmNdF] 

IMAP 

independent [,NndN@pendBnt] 

input [@NnpLt] 

insolvency [Nn@sKlvBnsN] noun  

insolvency [Nn@sKlvBnsN] noun  

instruction [Nn@strHkGBn] 

intelligence [Nn@telNdFBns] 

intelligent [Nn@telNdFBnt]  

interaction [,NntBr@WkGBn] noun  

Internet [@NntB,net] 

introduction [,NntrB@dHkGBn] 

involve [Nn@vKlv] 

iterative [@NtBrBtNv]  

Language translation software 

laptop computer 

layer [@leNB*] 

library, program 

linguistics and computing 

Linux 
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list processing 

local area network  (LAN) 

logic [@lKdFNk] 

long [lKE] 

loop [lu:p] 

lossless 

lossy 

machines [mB@Gi:nz] 

management [@mWnNdFmBnt] 

management [@mWnNdFmBnt] 

MAS, [em, eN, es]  

matching [@mWtGNE]  

memory [@memBrN] 

MMC. Acronym for Microsoft Management Console. 

model [@mKdl] 

model [@mKdl] 

mouse [maLs] 

multi... [@mHltN] prefix  

multi-agent,   multiagent 

netiquette [@netNket] noun  

network [@netwM:k] 

neural [@njLBrBl] 
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offer [@KfB*] 

ontologies and data models  

open-source movement 

orientation [,C:rNBn@teNGBn] 

OS [BL@es], Computing abbreviation of operating system 

outside [@aLt@saNd] 

over [@BLvB*] 

packet [@pWkNt] 

paradigm [@pWrBdaNm] 

parallelism [@pWrBlelNzBm] 

parameter [pB@rWmNtB*]  

pattern [@pWtBn] 

persistence [pB@sNstBns] , persistency [pB@sNstBnsN] noun  

piracy [@paNBrBsN]  

popular culture and computing 

population [,pKpjL@leNGBn] 

postscript [@pBLsskrNpt] noun  

prefer [prN@fM:*]  

printer [@prNntB*] 

privacy in the digital age 

procedure [prB@si:dFB*] noun  

processor [@prBLsesB*] noun  
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programming [@prBLgrWmNE] 

programming as a profession 

projection [prB@dFekGBn] 

prototype [@prBLtBLtaNp] noun  

pseudocode  [@sju:dBL] 

reactive [ri:@WktNv] adjective  

reality [rN@WlNtN]  

reflex [@ri:fleks] 

region [@ri:dFBn] 

relationship [rN@leNGBnGNp]  

replace [rN@pleNs] 

request [rN@kwest] 

requirement [rN@kwaNBmBnt]  

response [rN@spKns] 

RGB 

ROM [rKm] noun Computing abbreviation of Read-Only-Memory 

rule [ru:l] 

rule [ru:l] 

scale [skeNl] 

security [sN@kjLBrNtN] 

segmentation [,segmBn@teNGBn]  

sensor [@sensB*] noun     détecteur m 



Department of  Mathematics                                                                                         UNIVERSITY OF 08 MAI 1945 GUELMA 

                                                                                                                                                  
78 

server [@sM:vB*] noun  

simple [@sNmpl] 

simplicity [sNm@plNsNtN] 

simulate [@sNmjLleNt] 

simulation [,sNmjL@leNGBn]  

situation [,sNtjL@eNGBn] 

SMTP 

social [@sBLGBl] 

software [@sKft,wDB*] Computing 

some [sHm] 

storage [@stC:rNdF] 

string [strNE] 

structure [@strHktGB*] 

subroutine [@sHbru:,ti:n] noun Computing  sous-programme m 

subsection [@sHb,sekGBn] 

summary [@sHmBrN] 

switch [swNtG] 

system [@sNstBm] 

tablet [@tWblNt] noun, graphics tablet  

term [tM:m] 

theoretical [INB@retNkBl] 

thinking [@INEkNE] 
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time [taNm] 

topology [tB@pKlBdFN]  

track [trWk] 

transform [trWns@fC:m] 

troubleshooting [@trHbl,Gu:tNE]  

uninstall [HnNn@stC:l]   deinstall 

valid [@vWlNd]  

variable [@vDBrNBbl] 

whole, the whole system [hBLl] adjective  

zip [zNp] 

Read correctly the following words 

down [daLn] downpipe 
[@daLn,paNp]  

downsizing 
[@daLnsaNzNE]  

during [@djLBrNE] 

weather [@weJB*] bureau [@bjLBrBL] affair [B@fDB*]  there [JDB*] 

problem 

[@prKblBm]  

working [@wM:kNE] work [wM:k] Koran [kK@rA:n] 

 

inhuman [Nn@hju:mBn] Muslim [@mLzlNm] 

improve [Nm@pru:v] improvement [Nm@pru:vmBnt] 

incite [Nn@saNt] optimism [@KptNmNzBm] 

inauguration [N,nC:gjL@reNGBn] confusion [kBn@fju:FBn]  

incorrect [,NnkB@rekt] Islamic [Nz@lWmNk] 

frank [frWEk], adj goods [gLdz] 

impious [@NmpNBs] suffering [@sHfBrNE] 

variety [vB@raNBtN], varieties pain [peNn] 

organization [,C:gBnaN@zeNGBn] affection [B@fekGBn]  

thesis [@Ii:sNs], pl theses [@Ii:si:z] essential [N@senGBl] 

To face [feNs] fundamental [,fHndB@mentl] 

whereas [wDBr@Wz]  envious [@envNBs]  

vocation [vBL@keNGBn]  edge [edF] 

venerate [@venBreNt] necessity [nN@sesNtN] 
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rude [ru:d] perfection [pB@fekGBn] 

prepare [prN@pDB*] To converse [kBn@vM:s]  

defeat [dN@fi:t] vicious [@vNGBs] 

To discipline [@dNsNplNn] generosity [,dFenB@rKsNtN] 

To menace [@menNs] ignore [Ng@nC:*] 

fictitious [fNk@tNGBs] fill [fNl] 

adviser, advisor [Bd@vaNzB*]  imitation [,NmN@teNGBn], tradition 
[trB@dNGBn] 

beneficial [,benN@fNGBl] impose [Nm@pBLz] 

childbirth [@tGaNldbM:I]  movement [@mu:vmBnt] 

ministry [@mNnNstrN]  necessary [@nesNsBrN], adj, n 

needless [@ni:dlNs], adj pharmacy [@fA:mBsN] 

poverty [@pKvBtN] probable [@prKbBbl] 

real [rNBl] personality [,pM:sB@nWlNtN] 

crowd [kraLd], n funeral [@fju:nBrBl] 

personally [@pM:snBlN] silence [@saNlBns] 

silk [sNlk] sensitivity [,sensN@tNvNtN] 

smooth [smu:J] thinking [@INEkNE] 

stipulate [@stNpjLleNt] repetition [,repN@tNGBn] 

to educate [@edjLkeNt] to evacuate [N@vWkjLeNt], to empty 

[@emptN]  

successful [sBk@sesfLl]  to benefit [@benNfNt] 

to efface [N@feNs]  maintenance [@meNntNnBns] 

immediately [N@mi:dNBtlN] morale [mK@rA:l], n 

leadership [@li:dBGNp], n love [lHv], affection [B@fekGBn] 

literally [@lNtBrBlN] legal [@li:gBl] 

insignificance [,NnsNg@nNfNkBns] illegal [N@li:gBl] 

honour, honor US [@KnB*], nobility 

[nBL@bNlNtN], dignity [@dNgnNtN] 

honourable, honorable US [@KnBrBbl]  

hardness [@hA:dnNs] hint [hNnt], allusion [B@lu:FBn] 

to clarify [@klWrNfaN] glorious [@glC:rNBs], great [greNt] 

fisherman [@fNGBmBn] fight [faNt], n, v 

feeble [@fi:bl] feast [fi:st] 

fear [fNB*], n, v fabulous [@fWbjLlBs]  

employ [Nm@plCN] extinction [Nk@stNEkGBn]  

educated [@edjLkeNtNd] emotion [N@mBLGBn] 

deception [dN@sepGBn] definitively 

[dN@fNnNtNvlN]  

disarray [,dNsB@reN] 

off [Kf] death [deI] 

crisis [@kraNsNs] criterion [kraN@tNBrNBn] 

complement [@kKmplNmBnt], 

supplement [@sHplNmBnt] 

courage [@kHrNdF]  
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promise [@prKmNs], n, v spoil [spCNl] 

slim [slNm] tidy [@taNdN] 

necessarily [@nesNsBrNlN], adv to dine [daNn] 

to clap the hands [klWp] to evaporate [N@vWpBreNt] 

to deprive of [dN@praNv]  to evolve [N@vKlv] 

to dilate [daN@leNt] to help [help]   to assist [B@sNst] 

to lead [li:d] to liken [@laNkBn] 

to suffer [@sHfB*] unluckily [Hn@lHkNlN] 

unlucky [Hn@lHkN] unreal [@Hn@rNBl]  

untidy [Hn@taNdN] event [N@vent] 

witness [@wNtnNs] register [@redFNstB*] 

denial [dN@naNBl] noun  opinion [B@pNnjBn] 

liberty [@lNbBtN] view [vju:]  

to be the chief [tGi:f] wide [waNd] 

Remark. The following words are used in journals. 

accommodation [B,kKmB@deNGBn]  archive [@A:kaNv] 

affiliation [B,fNlN@eNGBn] conference [@kKnfBrBns] 

expert [@ekspM:t] format [@fC:mWt] 

extended [Nk@stendNd] participant [pA:@tNsNpBnt]  

fee [fi:] promotion [prB@mBLGBn] 

provide [prB@vaNd] registration [,redFN@streNGBn] 

reviewer [rN@vju:B*] search [sM:tG] 

theoretical [INB@retNkBl] version [@vM:GBn] 

privacy [@prNvBsN] consult [kBn@sHlt] 

proceed [prB@si:d] proceed [prB@si:d] 

editor [@edNtB*] manuscript [@mWnjLskrNpt] 

update [Hp@deNt] backlog [@bWklKg] 

significant [sNg@nNfNkBnt] contribution [,kKntrN@bju:GBn] 

assurance [B@GLBrBns] publish [@pHblNG] 

congress [@kKEgres] postage [@pBLstNdF] 

per [pM:*] issue [@NGu:] 

postal address  [@pBLstBl]  [B@dres] rate [reNt] 

institutional [,NnstN@tju:GBnl]  register [@redFNstB*] 

conditional [kBn@dNGBnl] rational [@rWGBnl] 

professional [prB@feGBnl] rationalization [,rWGnBlaN@zeNGBn] 
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Part 4. What does exist in general 

mathematics? 
 

•  NUMBERS 
 

Sets. Real numbers. Decimal representation of real numbers. Geometric representation of 

real numbers. Operations with real numbers. Inequalities. Absolute value of real numbers. 

Exponents and roots. Logarithms. Axiomatic foundations of the real number system. Point 

sets, intervals. Countability. Neighborhoods. Limit points. Bounds. Bolzano- Weierstrass 

theorem. Algebraic and transcendental numbers. The complex number system. Polar form 

of complex numbers. Mathematical induction. 

 

•  SEQUENCES 
 

Definition of a sequence. Limit of a sequence. Theorems on limits of sequences. Infinity. 

Bounded, monotonic sequences. Least upper bound and greatest lower bound of a 

sequence. Limit superior, limit inferior. Nested intervals. Cauchy‟s convergence criterion. 

Infinite series. 

 

•  FUNCTIONS, LIMITS, AND CONTINUITY 
 

Functions. Graph of a function. Bounded functions. Montonic functions. Inverse functions. 

Principal values. Maxima and minima. Types of functions. Transcendental functions. 

Limits of functions. Right- and left-hand limits. Theorems on limits. Infinity. Special 

limits. Continuity. Right- and left-hand continuity. Continuity in an interval. Theorems on 

continuity. Piecewise continuity. Uniform continuity. 

 

•  DERIVATIVES 
 

The concept and definition of a derivative. Right- and left-hand derivatives. 

Differentiability in an interval. Piecewise differentiability. Differentials. The differentiation 

of composite functions. Implicit differentiation. Rules for differentiation. Derivatives of 

elementary functions. Higher order derivatives. Mean value theorems. L‟Hospital‟s rules. 

Applications. 

 

•  INTEGRALS 
 

Introduction of the definite integral. Measure zero. Properties of definite integrals. Mean 

value theorems for integrals. Connecting integral and differential calculus. The 

fundamental theorem of the calculus. Generalization of the limits of integration. Change of 

variable of integration. Integrals of elementary functions. Special methods of integration. 

Improper integrals. Numerical methods for evaluating definite integrals. Applications. Arc 

length. Area. Volumes of revolution. 
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•  PARTIAL DERIVATIVES 
  

Functions of two or more variables. Three-dimensional rectangular coordinate systems. 

Neighborhoods. Regions. Limits. Iterated limits. Continuity. Uniform continuity. Partial 

derivatives. Higher order partial derivatives. Differentials. Theorems on differentials. 

Differentiation of composite functions. Euler‟s theorem on homogeneous functions. 

Implicit functions. Jacobians. Partial derivatives using Jacobians. Theorems on Jacobians. 

Transformation. Curvilinear coordinates. Mean value theorems. 

 

•  VECTORS 
 

Vectors. Geometric properties. Algebraic properties of vectors. Linear independence and 

linear dependence of a set of vectors. Unit vectors. Rectangular (orthogonal unit) vectors. 

Components of a vector. Dot or scalar product. Cross or vector product. Triple products. 

Axiomatic approach to vector analysis. Vector functions. Limits, continuity, and 

derivatives of vector functions. Geometric interpretation of a vector derivative. Gradient, 

divergence, and curl. Formulas involving r. Vector interpretation of Jacobians, Orthogonal 

curvilinear coordinates. Gradient, divergence, curl, and Laplacian in orthogonal curvilinear 

coordinates. Special curvilinear coordinates. 

 

•  APPLICATIONS OF PARTIAL DERIVATIVES  
Applications to geometry. Directional derivatives. Differentiation under the integral sign. 

Integration under the integral sign. Maxima and minima. Method of Lagrange multipliers 

for maxima and minima. Applications to errors. 

 

•  MULTIPLE INTEGRALS 
 

Double integrals. Iterated integrals. Triple integrals. Transformations of multiple integrals. 

The differential element of area in polar coordinates, differential elements of area in 

cylindrical and spherical coordinates. 

 

•  LINE INTEGRALS, SURFACE INTEGRALS, AND 

INTEGRAL THEOREMS  

 
Line integrals. Evaluation of line integrals for plane curves. Properties of line integrals 

expressed for plane curves. Simple closed curves, simply and multiply connected regions. 

Green‟s theorem in the plane. Conditions for a line integral to be independent of the path. 

Surface integrals. The divergence theorem. Stoke‟s theorem. 

 

•  INFINITE SERIES  
 

Definitions of infinite series and their convergence and divergence. Fundamental facts 

concerning infinite series. Special series. Tests for convergence and divergence of series of 

constants. Theorems on absolutely convergent series. Infinite sequences and series of 
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functions, uniform convergence. Special tests for uniform convergence of series. Theorems 

on uniformly convergent series. Power series. Theorems on power series. Operations with 

power series. Expansion of functions in power series. Taylor‟s theorem. Some important 

power series. Special topics. Taylor‟s theorem (for two variables). 

 

•  IMPROPER INTEGRALS  
 

Definition of an improper integral. Improper integrals of the first kind (unbounded 

intervals). Convergence or divergence of improper integrals of the first kind. Special 

improper integers of the first kind. Convergence tests for improper integrals of the first 

kind. Improper integrals of the second kind. Cauchy principal value. Special improper 

integrals of the second kind. Convergence tests for improper integrals of the second kind. 

Improper integrals of the third kind. Improper integrals containing a parameter, uniform 

convergence. Special tests for uniform convergence of integrals. Theorems on uniformly 

convergent integrals. Evaluation of definite integrals. Laplace transforms. Linearity. 

Convergence. Application. Improper multiple integrals. 

 

•  FOURIER SERIES 
 

Periodic functions. Fourier series. Orthogonality conditions for the sine and cosine 

functions. Dirichlet conditions. Odd and even functions. Half range Fourier sine or cosine 

series. Parseval‟s identity. Differentiation and integration of Fourier series. Complex 

notation for Fourier series. Boundary-value problems. Orthogonal functions. 

 

•  FOURIER INTEGRALS  
 

The Fourier integral. Equivalent forms of Fourier‟s integral theorem. Fourier transforms. 

 

•  GAMMA AND BETA FUNCTIONS 
 

The gamma function. Table of values and graph of the gamma function. The beta function. 

Dirichlet integrals. 

 

•  FUNCTIONS OF A COMPLEX VARIABLE 
 

Functions. Limits and continuity. Derivatives. Cauchy-Riemann equations. Integrals. 

Cauchy‟s theorem. Cauchy‟s integral formulas. Taylor‟s series. Singular points. Poles. 

Laurent‟s series. Branches and branch points. Residues. Residue theorem. Evaluation of 

definite integrals. 
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Part 5. Basic mathematical arguments 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. For example, let m = 15 and a =7. 
2. Since f(x) = y, Euler‟s Theorem tells us that 

3. We can compute the order as follows: 

4. and so the order of E is 4. 

5. We shall give a second proof of Euler‟s theorem and its corollaries. 

6. We begin with some simple observations about functional analysis.  

7. We define the order of a group as the cardinality of the group. 

1. For example, let m = 15 and a =7. 
2. Since f(x) = y, Euler‟s theorem tells us that 

3. We can compute the order as follows: 

4. and so the order of E is 4. 

5. We shall give a second proof of Euler‟s theorem and its corollaries. 

6. We begin with some simple observations about functional analysis.  

7. We define the order of a group as the cardinality of the group. 

1. (Lagrange’s theorem) If G is a finite group and H is a subgroup of G, then 

the order of H divides the order of G. 

2. The map f : X → aX defined by f(x)= ax is a bijection. 

3. In particular, we see that 

4. The arithmetic function ω(n) counts the number of distinct prime divisors 

of the positive integer n, that is, 

 

 

1. where b is the positive real number defined by (3.2). 

2. Applying Chebyshev‟s theorem (Theorem 3.4), we get 

3. we obtain.  

4. From Theorem 3.5, we obtain 

5. For x ≥ 2, 

6. By Theorem 8.9, 

1. This completes the proof.  
2. Let S be a finite set of integers, and let f be a real-valued function defined on S. 

3. For every δ > 0, the number of integers n ≤ x such that 

4. Let S be the set of positive integers n not exceeding x.  

5. Applying Chebyshev‟s inequality,  
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1. We use Theorem 8.9 and Theorem 8.10 to evaluate this sum as follows: 
2. Prove that there exists a constant b such that for x ≥ 2, 

3. There are many beautiful open problems about prime numbers. Here are some examples. 

4. Do there exist infinitely many primes p of the form  n² + 1 ? 

5. A linear space over the field K is a non-empty set V of vectors with a binary operation 

(addition) and a scalar multiplication. 

1. Let G  ⊂ E be open. 
2. we denote by D{α} the partial derivative 

3. These spaces play a central role in our work  
4. A subset M of the linear space V is a subspace of V if it is closed under the linear 

operations.  
5. We have three chains of subspaces given by : 
6. We let M be a subspace of V and construct a corresponding quotient space. 
7. T is continuous at x if and only if 

1. We shall define addition of cosets by adding a corresponding pair of representatives 
and similarly define scalar multiplication. It is necessary to first verify that this 
definition is unambiguous. 

2. Proof The proof is analogous to that of (2.1.1). 
3. Recalling the definition of  ” norm ”  
4. this gives the inequality (5.2). 
5. Now, putting λ = 1 in (5.3) and using (5.2) on the right yields 

1. The first two axioms of norm, namely that 
2. for all λ ∈ R and all f ∈ V, 
3. We have thus shown the following result. 
4. follow directly form (9.1) and from the last three axioms of inner product stated 

in Definition 5.1. 
5. the set C[a, b] of continuous real-valued functions defined on the closed interval 

[a, b] is an inner product space 

1. The problem of best approximation in the 2-norm can be formulated as follows: 
2. such p is called a polynomial of best approximation of degree n to the function f 

in the 2-norm on (a, b). 
3. The existence and uniqueness of p will be shown in Theorem 4.2. However, we 

shall first consider some simple examples. 
4. Suppose that ε> 0 and let 
5. We shall construct the polynomial of best approximation of degree n in the 2-

norm, 
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1. In the previous section we described a method for constructing the polynomial of 
best approximation p to a function f in the 2-norm; 

2. with the inner product (.,.) defined by 

3. Given a weight function w, defined, positive, continuous and integrable on the 
interval (a, b), 

4. Next, we show that a system of orthogonal polynomials exists on any interval (a, b) 

and for any weight function w which satisfies the conditions in Definition 5.1. 

1. Let us now define the polynomial 
2. It then follows that 
3. where we have used the orthogonality of the sequence 

4. This procedure for constructing a system of orthonormal polynomials is usually 
referred to as Gram–Schmidt orthonormalisation. 

1. and therefore, 
2. Clearly, 

3. for any pair of nonnegative integers m and n. 

4. we recall the definition of the inner product (.,.) 

5. Such a system of polynomials is said to be orthonormal. 

6. Using this result with k = 1, we obtain 

1. By substituting this into (1.6) we get 
2. Thus, in particular, Thus = Ainsi    
3. provided that 
4. On taking the (natural) logarithm of each side in the last inequality, we find 

that 
5. Now we can return to Example 1.2 to answer the question posed there about 

the maximum number of iterations. 

1. Consider the problem of determining the solutions of the equation f(x ) = 0, 
2. The function f is monotonic increasing for positive x and monotonic decreasing 

for negative values of x . Moreover, 

3. The equation f(x ) = 0 may be written in the equivalent form : 

4. On the other hand, 

1. Evidently the given equation may be written in many different forms, leading 

to iterations with different properties. 

2. In the previous section we saw 

3. In fact, by applying the Contraction Mapping Theorem on an arbitrary 

bounded closed interval [0,M] where 

4. Convergence of Newton’s method : 

5. Using Newton‟s method to solve a nonlinear equation : 
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It follows from . . . that . . . 

We deduce from . . . that . . . 

Conversely, . . . implies that . . . 

Equality (1) holds, by Proposition 2. 

By Definition 2.1, . . . 
 

The following statements are equivalent. 

Thanks to . . . , the properties . . . and . . . of . . . are equivalent to each other. 

. . . has the following properties. 

Theorem 1 holds unconditionally. 

This result is conditional on Axiom A. 

. . . is an immediate consequence of Theorem 3. 

Note that . . . is well-defined, since . . . 

As . . . satisfies . . . , formula (1) can be simplified as follows. 

We conclude (the argument) by combining inequalities (2) and (3). 

(Let us) denote by X the set of all . . . 

Let X be the set of all . . . 

Recall that . . . , by assumption. 

It is enough to show that . . . 

We are reduced to proving that . . . 

The main idea is as follows. 

We argue by contradiction. Assume that . . . exists. 

The formal argument proceeds in several steps. 

Consider first the special case when . . . 

The assumptions . . . and . . . are independent (of each other), since . . . 

. . . , which proves the required claim. 

We use induction on n to show that . . . 

On the other hand, . . . 

. . . , which means that . . . 

In other words, . . . 

1. Suppose further that there exists a positive constant A such that 

2. this shows that 

3. According to Definition 1.7, implies 

4. Suppose that the function f satisfies the conditions of Theorem 1.8 and 

also that there exists a real number X, X > ξ, such that : 

5. It follows from (1.23) that  

6. Choosing ε = α we see that 

From (1.25) and using the Mean Value Theorem (Theorem A.3) together with the 

fact that f(ξ) = 0, we obtain 
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The definite article (and its absence) 
 

Measure theory, théorie de la mesure 

number theory, théorie des nombres 

Chapter one, le chapitre un 

Equation (7), l‟´equation (7) 

Harnack‟s inequal ity, l‟inégalité de Harnack 

the Harnack inequality 

The Riemann hypothesis, l‟hypothèse de Rieman 

the Poincaré conjecture, la conjecture de Poincaré 

Minkowski‟s theorem, le théorème de Minkowski 

the Mi nkowski t heorem 

the Dirac delta function, la fonction delta de Dirac 

Dirac‟s delta function 

the delta function, la fonction delta 
 

 

 

 

 

 

 

 

 

 

 

 

 

The Jacobi method 

     
We give a general view about Jacobi's 
method, we describe in this section 
the method was discovered by Jacobi 
in 1846 and can used iteratively 
compute all the eigenvalues and 
eigenvectors of real symmetric matrix. 

Uniqueness of the distance from a point to a 
convex set: the geometric meaning  

   
The general case is more complicated; we 

start with a more general problem. Let M be a 

convex closed set in H . Denote the distance 

of x to the set M with ρ(x,M). Then there 

exists a unique y∈M such that ρ(x,M) = ‖x - y‖  

(the distance is achieved at the unique 

element y∈M). 



Department of  Mathematics                                                                                         UNIVERSITY OF 08 MAI 1945 GUELMA 

                                                                                                                                                  
91 

Part 6. On the correct pronunciation of 

certain Mathematical statements   
 

6.1. Inequalities  
 

x is greater than y (x is larger than y).  

 

x is greater (than) or equal to y. 

 

x is smaller than y. 

 

x is smaller (than) or equal to y. 

 

x is positive. 
 

x is positive or zero; x is non-negative. 
 

x is negative. 
 

x is negative or zero. 

x > y 

 

x ≥ y 

 

x < y 

 

x ≤ y 

 

x > 0 

 

x ≥ 0 

 

x < 0 

 

x ≤ 0 
 

6.2. Operators and calculus 

 
1. The limit of x, n as n tends to infinity equals (is equal to) zero. 

2. The sequence x, n tends to zero as n tends to infinity. 

3.  x, n tends to zero as n tends to infinity. 

4.  x, n tends to zero as n approaches (as n goes) to infinity. 

 
 

 

 
x over y equals x times y minus one. 

 
 

 

X union Y. The union of X and Y 

equals the set of x such that x 

belongs big X or x belongs big Y 
 

 

two to the x times three to the y. 
 

two to the power of x times three to the 

power of y. 
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The matrix A is Hermitian if and only if, 

for all i, j we have  a,i,j equals a,j,i  bar.  

 

The matrix A is equal to A star if and only 

if, for all i, j we have  a,i,j equals a,j,i  bar. 

 

 

S implies T; if S then T 

S is equivalent to T; S iff T 
S ⇒ T 
S ⇔ T 

 
one plus two, all to the power of two plus two 
one plus two, all to the four  

 

 

x squared,  n squared,  α  squared,  B squared,  … 

 

x cubed 

 

x to the power of n,   x to the n  
 

 

Five minus two equals three 
 
five to the minus two 

 

x minus two 

5 – 2 = 3 

 

 
 

 

for each [= for every] x in A … 

for every x belongs to A ….  

 
one half, one over two 

 
one third, one over three 

 
one quarter [= one fourth] 

 
one fifth,one over five 

 
minus one seventeenth, minus one over seventeen 

 
minus nought point zero six seven 

 
  

eighty-one point five nine 
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minus two point three times ten to the six 
 

minus two million three hundred thousand 
 

 

 
four times ten to the minus three 

 
four thousandths 

 

 

 

 

the set of all x such that . . . 
 
 

 
the union of (the sets) A and B; A union B 

 
 

the intersection of (the sets) A and B; A 
intersection B  

 
the product of (the sets) A and B; A times B 

 
 

(both) x and y are elements of A; . . . lie in A; 

. . . belong to A; . . . are in A  

 

(neither) x nor y is an element of A; . . . lies in A; 

. . . belongs to A; . . . is in A  
 

 

is disjoint from ; the intersection of A and 
B is empty.  

 

 

x is an element of A 

x lies in A 

x belongs to A 

x is in A 

 

3 + 5 = 8 three plus five equals [= is equal to] eight 
3 − 5 = −2 three minus five equals [= . . . ] minus two 

3 · 5 = 15 three times five equals [= . . . ] fifteen 

(2 − 3) · 6 + 1 = −5 two minus three in brackets times six plus one equals minus five 

 

4! [= 1 · 2 · 3 · 4] four factorial. 
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three divided by five equals zero point six. 

 
there exists [= there is] an x in A (such that) . ..  

 

there exists [= there is] a unique x in A (such that) . ..  

 

 

there is no x in A (such that) . . . 

 

 
 

 
 

 
three eighths 

 
 

twenty-six ninths 

 
 

minus five thirty-fourths 

 
 

minus two hundred and forty-five −245 

 

 

one minus three over two plus four equals minus one third. 

 
 

if both and are positive, 
so is +   

 
no rational number has a square equal 
to two  

 
for every real number x there 
exists a rational number y 
such that the absolute value 
of x minus yis smaller than 
two third. 

 

 
sine x 

 
 

cosine x 
 
 

tan x 
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arc sine x 

 
arc cosine x 

 
arc tan x 

 
hyperbolic sine x 

 
hyperbolic cosine x 

 
hyperbolic tan x 

 
sine of x squared 

 
sine squared of x; sine x, all squared 

 
x plus one, all over over tan of y to the four 

 
three to the (power of) x minus cosine of two x 

 
exponential of x cubed plus y cubed 

 

  

  

 

 

p does not belong to (the set) R. 

p is not in R.  

p is not an element of R. 

p does not lie in R. 

 

 

 

x plus y in brackets times z plus x, y 

 
 

 

x saquared plus y cubed plus z to the power of five. 

 
 

 
 

Capital a equals small a squared. 
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The complex conjugate of one minus two i equals one 

plus two i. 

One minus two i bar equals one plus two i. 
 

The conjugate of a complex number z. 

 
 

 

 

x ≤ 0 : x is negative or zero. 

x < 0 : x is negative. 

x ≤ y : x is smaller or equal to y or x is smaller than or equal to y. 

 

 

x minus y is equal to x plus,  minus y 
 

 

 

 

We consider the equation star: a, x squared plus 

two h, x,y plus b (times), y, squared is equal to 

zero. 

 

 

 

 

[I minus A minus one times 

(A minus B)]B equals A 

minus (A minus B) equals A 

times 

 

 

 

The limit as x tends to zero of f two primes of x 

over big f two primes of x is equal to the limit as 

x tends to zero of minus exponential x over four 

which is equal to minus one over four. 

 

 

 

We consider the subsequence u,n one, u,n, two, … 

and so on. 

  

 

 
If A is similar to B, then exponential A is also 

similar to exponential B. 

 

A is similar to B, implies exponential A is similar 

to exponential B. 
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r equals the square root of x squared plus y squared. 
 
 

       
x to the n plus y to the n equals z to the n 

 
 

x plus y in brackets times z plus x y 
 

                  

c,A equals the set c times x such that x belongs to 

A  

 

 

A,n equals to the set of x belongs to A such 

that x is less (than) or equal to n.  

 

 

          f of x,  big g of x    or    g of x  f(x), G(x) 

 

   
open interval a,b. 

 
  

closed interval a,b. 
 

Half open interval a,b (open on the left, 
closed on the right)  

Half open interval a,b (open on the right, 
closed on the left).  

 
x is smaller (than) or equal to y. 
x is smaller (than) or equals y. 

x ≤ y 

 
f dash; f prime; the first derivative of f 

 
 

 
f double dash; f double prime; the second 
derivative of f 

 
 

the third derivative of f 
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the n-th derivative of f 

 
 

d y by d x; the derivative of y by x 

 
 
 

n is less or equal to x which is strictly less 
than n plus one.  

 

Minus the absolute value of x is less or equal to x which is less or 

equal to the absolute value of x.  

 

The absolute value of a,b is equal to the absolute value of a 

times the absolute value of b.  
 

b equals x minus y. 

 

a equals x plus y. 

b = x − y : 

 

a = x + y      
 

 

A is different from the empty set. 

A is non-empty.  

                    

 

c equals x times y times z 

c equals x,y,z 

c = x · y · z 

c = x y z 

 

 

The sum for k from one to n of c times r to the 

power of k. 

 

The sum of c times r to the power of k, for k from 

one to n  

 

 

 

 

The norm of A to the power of k over k factorial is less or 

equal to the norm of A to the power of k over k factorial.  
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The absolute value of the sum for k from one to n of 

x,k is less or equal to the sum for k from one to n of 

the absolute value of x,k. 

 
 

 

 

 

The limit of f of x as x tends to one is equal 
to two. 

 
 

 

 

 

 

 

to the power of n plus 

one, or to the n plus one. 

 

 

 

 

 

 

 

 

x to the minus one 
 

x to the power of minus one. The first is very suitable.  

 

 

the square root of x. 

 
 

 

 

the cube root of x. 

 
 

 

 

the fifth root of x. 
 

 
  

e to the (power of) pi, i equals minus one. 
exponentail to the power of pi, i equals minus 
one. 

 

a to the power of n pus one, minus b to the power of n plus one 

equals a minus b times the sum for k from zero to n, of a to the 

power of k, b to the power of n minus k, where n equals one, 

two, and so on.  
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h of two x (comma) three y. 
 

h of x, y 

 

 
 
 

The product of A,k for k from one to n is equal 

to the product of A,k for k from one to n 

minus one times A,n. 

 
             

 

 
n plus one all factorial equals n 

factorial times n plus one, where 

n equals zero, one, two,…, and so 

on. 

 

 

A equals the set of all x 

in R such that x is less 

or equal to p. 

 

  

 
The binomial formula a plus b to the power of n is 

equal to the sum fro k from zero to n of C,k,n (the 

binomial coefficient n over k) times a to the 

power of k times b to the power of n minus k. 
 
 

C,k,n (the binomial coefficient n over k) equals n factorial 

over k factorial times n minus k factorial. 

 

(the binomial coefficient) n over k 
 

 

The inner product of f and g equals the 

integral from a to b of f of x times g of x d, 

x. 

 
 

b over a all to the power of n equals b to the power of n over a to the 

power of n. 
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a to the power of n over a to the power of m equals a to the 

power of n minus m. 
 

 

 

q equals the sup of M. 
 
 

The sum for k from one to n of x,k 

minus x,k minus one equals x,n minus x, 

zero. 

 
 

The intersection of the closed intervals a,n,b,n for n from 

one to  infinity is nonempty. 

 
 

                  

a minus p to the power of n all over p plus one to the power of 

n minus p to the power of n. 

 
 

One plus the product of p,k, for k from one to n. 

One plus the product, for k from one to n, of p,k. 

 
 

The norm of 

exponential x,A 

minus I over x 

minus A is less or 

equal to 

exponential of the 

norm of x,A minus 

one minus the 

norm of x,A over 

the absolute value 

of x which is equal 

to exponential of 

the a the sum of 

the absolute value 

of a,k to power of 

p all to power of 

one over p, times  

bsolute value of x 

times the norm of 

 



Department of  Mathematics                                                                                         UNIVERSITY OF 08 MAI 1945 GUELMA 

                                                                                                                                                  
111 

A minus one over 

the absolute value 

of x minus the 

norm of A which 

tends to zero.   

              

 

 

The determinant of A equals the product 

of lambda,i for i from one to n which is 

equal to the product of lambda,i, where 

lambda,i belongs to S,P (the spectre) of 

A. 

 

 

    

a is strictly larger than one if and only if a to the 

power r is strictly larger than one.  
 

 

 

The n-th root of a. 

 

 

The fifth root of a. 

 

 

 

                 

One over p to the power of n is strictly less than one over a. 

 
  

x one plus y, i 
 

     

R, i j 

capital R subscript i j 

capital R lower i j 

(capital) R (subscript) i j; (capital) R lower i j 

 

 
(capital) M upper k lower i j; 
(capital) M superscript k subscript i j 

 
 

sum of a i x to the i for i from nought [= zero] to 
n; 

 
sum over i (ranging) from zero to n of a i (times) x 
to the i.  
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product of b m for m from one to the infinity; 
 
product over m (ranging) from one to the infinity of 
b m  

    
sum of n over i x to the i y to the 
n minus i for i from nought [= zero] 
to n. 

 
 

x minus y in brackets to the (power of) three 
m 
x minus y, all to the (power of) three m. 

 

 

 
The absolute value of 

the sum of a,k,b,k is less 

or equal to the sum of 

the absolute value of a,k 

to power of p all to 

power of one over p, 

times the sum of the 

absolute value of b,k to 

power of q all to power 

of one over q.   

 

 

 

D of E is equal to the set of all x such that the norm of 

x is less or equal to one. 
 

 

        

One over p plus one over q equals one. 

 
 

  
Exponential A equals 

I,n plus A plus A 

squared over two 

factorial plus A cubed 

over three factorial 

Plus …  plus A to th 

power of n over n 

factorial plus, and so 

on 

which is equal to the 

sum of A to the power 

of k over k factorial, 

for k from zero to 

infinity.  

 

           

 



Department of  Mathematics                                                                                         UNIVERSITY OF 08 MAI 1945 GUELMA 

                                                                                                                                                  
113 

The norm of a plus b, p is less or equal to the the norm of a, 

p plus the norm of b, p. 

 
 

 

 

                          

 

The norm of f,p equals the integral 

from a to b of the absolute value of 

f of x to the power of p d,x all to 

the power of one over p, is finite.  
 

 

 

The sup, where t belongs to the closed interval a,b, 

of the absolute value of x,n of t minus x of t tends to 

zero.  

 

 
The limit as n tends to the infinity of the norm of the 

sum for I from one to n of alpha, i, e,i which equals 

the square root of the sum of the absolute value (the 

modulus) of alpha,i squared. 
 

 

Big f to the minus one of C equals f to the 

minus one of C union g to the minus one 

of C. 
 

 

    
The empty set (= set with no elements). 

 
                   

 

f minus one of B bar is a proper subset of f minus one 

of B bar. 
 
 

                                    

 

The limit, as n tends to the infinity, of f of x,n is 

different from f of x.  

 

The limit of f of x,n as n tends to infinity equals f of 

x. 
 

 

The absolute value  of rho of x,Y 

minus rho of z,Y is less or equal to  
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rho of x,z. 

                            

 
the second derivative of y by x; d squared y 
by d x squared 

 
   

the partial derivative of f by x (with respect 
to x); partial d f by d x 

 
 

the second partial derivative of f by x (with 
respect to x) 

 
partial d squared f by d x squared  

 
nabla f; the gradient of f 

 
 

delta f 

 
  

A is a subset of Y which is a subset of X. 
 
 

      

We consider the infinite series: The sum for k from zero to infinity of 

A to the power k over k factorial. 

 
                

The sum for n from one to 

infinity of the norm of x,n 

is strictly less than the sum 

for n from one to infinity 

of one half to the power of 

n which is equal to one 

half times one over one 

minus one half which 

equals one. 

 

                                     

 

The norm of  I minus T all to  the minus one is less 

or equal to one over one minus the norm of T. 
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The sup of the norm of A, where A belongs to A, is finite. 

 
 

The inner product of T x,Y 

equals the inner product of x, T 

star Y, for every x,y belong to H. 
 

 
A squared is greater than or equal to the 

sum for j from one to n of the integral 

from zero to one of the absolute value of 

f,j of x squared d x, and this equals the 

sum for j from one to n of one which is 

equal to n. 

 

 

The dimension of M is less (than) or equal to A squared. 

Dim of M is less or equal to A squared.  

                  
f of x equals e,x of 

f which is equal to 

the integral from 

zero to one of f of 

y G of x,y bar d y, 

for all f belongs to 

M. 

 

 

The norm of f, infinity, is less or equal to A 

times the norm of f, p which is less or 

equal to A times the norm of f, two. 
 

 
E,n is equal to the 

set of all x such 

that sup of the 

norm of A,x, 

where x belongs to 

A is less or equal 

to n which equals 

the intersection of 

the sets of all x 

suxh that the norm 

of A,x is less or 

equal to n, where 

A belongs to A 

 

 
The sum for n from one to infinity of sup of the 

absolute value of f,n of x, where x belongs to E,c 

is less or equal to the sum for n from one to  

infinity of M,n which is finite. 
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The norm of the sum for n from 

one to N of c,n,f,n infinity squared 

is less or equal to B squared times 

the sum for n from one to N of the 

absolute value of c,n squared 

which is less or equal to B squared 

times the absolute value of c 

squared. 

 

                  

 

 

The norm of S minus S,n in the infinity tends to 

zero as n tends to infinity.  

 

 
integral of f of x d x 

 
integral from a to b of t squared d t 

 
double integral over S of h of x y d 
x d y. 

 
 

The norm of f equals the integral over X of the 

absolute value of f to the power of p d,mu all to 

the power of one over p. 

 
 

The absolute value of g,f 

equals g,f and the absolute 

value of g over the norm of 

g,q to the power of q equals 

the absolute value of f over 

the norm of f,p to the power 

of p, about every. 

 

 

A belongs to M,n of K. 

The matrix A belongs to M,n of K.  

 

Exponential minus i, theta. 
 

 

A is a squared matrix of order two defined by A 

equals cosine theta, sine theta, minus sine theta 

and cosine theta. 
 
 

The characteristic polynomial of A : P,A of x is 

equal to the determainant of A minus x, I.  
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The inverse of A (A to the minus one) equals 

one over the determinant of A times the 

comatrix of a transpose. 
 
 

P,A,B of lambda is equal to P,B,A of lambda, wehere p is 

characteristic polynomial. 
 
 

The eigenspace associated with 

lambda equals the set of all x belongs 

to R,n such that A,x equals lambda x, 

which is equal to the kernel of A 

minus lambda I. 
 

 

f is an Endomorphism defined on the 

vector space P,n of x by f of p equals p 

prime. 
 
 

f squared plus three f plus four times the identity 

mapping of E (plus four i,d,E) equals zero.  
 

 

 

 
For every x in E: the norm of 

x is positive or zero and the 

norm of x equals zero if and 

only if x equals zero 

 

For ecery lambda in K and 

for every x in E: the norm of 

lambda x equals the absolute 

value (the modulus) of 

lambda times the norm of x. 

 

For every x,y in E: the norm 

of x plus y is less or equal to 

the norm of x plus the norm 

of y. 
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Let x be an element from a  

vector space. The norm of x, 

one equals the sum for i from 

one to n of the absolute value 

of x,i. 

 

The square root of the norm of 

x, two equals the sum for i 

from one to n of x,i squared 

(of the modulus of x.i 

squared) 

 

The norm of x infinity is equal 

to the max for i from one to n 

of the absolute value of x,I (of 

the modulus of x,i). 

 

 

 

 
The norm of the matrix A, one 

equals the max over j of the 

sum for I from one to n of the 

absolute value of a,i j. 

 
The norm of the matrix A 

infinity equals the max over i 

of the sum for j from one to n 

of the absolute value of a i,j. 

 

 
The norm of A,x is less or 

equal to the norm of A 

times the norm of x, for 

all A belongs to M,n of k 

and for all x belongs to 

k,n. 

 

  
The scalar product of x,x is 

positive or zero and the 

scalar product of x,x equals 

zero if and only if x equals 

zero. 

 

The scalar product of x,y 

equals the scalar product of 

y,x for every x and y in E. 

 

The scalar product of lambda 

x, y equals lambda times the 

scalar product of x,y for 

every x,y in E and lambda in 

R 

 

The scalar product of x and y 
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plus z equals the scalar 

product of x,y plus the scalar 

product of y,z for every x,y,z 

in E. 

  

The inner product of x and y is equal to the sum, for i from one 

to n, of x,i (times) y,i.  

 
 

 

The characteristic polynomial of A: p,A of 

x is equal to the determinant of A minus x,I. 

 

Equals … 

Equals … 

 

Equals p, A transpose of x.  

 

f is a mapping from R, n times R, n to R, defined 

by f of x,y equals x transpose A, y. 

 
 

 
the Laplace equation 

 
 

the Helmholtz equation 
 

 
the heat equation 

 
 

 
the wave equation 

 
 

 

 

The limit as t tends to zero of exponential A,t minus i over t 

equals A. 
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Lambda times the inner product of x,y 

equals the inner product of lambda x,y 

and this equals the inner product of A x,y  

 

 

which equals beta times the inner product 

of x,y. 
 

                     

 

A transpose A, all transpose equals A 

transpose A transpose, transpose which 

equals A transpose, A. 
 

 

 

Alpha zero times A to the m plus alpha 

one times A to the m inus one plus … 

plus alpha m time I. 
 

 

 
The matrix M is always written as the sum of 

two matrices A and B, where A equals M 

minus M transpose over two and B equals M 

plus M transpose over two. 

 
 

M,n of R is equal to the direct sum of S,n of R and 

A,n of R.  

  

 

B transpose equals (is equal to) minus B. 
 

 
Lambda times the inner 

product of x,x equals the 

inner product of lambda x,x 

which equals the inner 

product of A x,x and this 

equals A x transpose, x bar 

 

 

 

 

which equals lambda bar 

times the inner product of 

x,x. 
 

 

 

A to the minus one equals A star. 

The inverse of A is equal to A star. 
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The inverse of A equals A star. 
 

A minus one equals minus one over c,zero times 

the sum for k from one to n of c,k,A to the power 

k minus one. 

 
 

A to the power of k equals P times B to the power of k times P 

minus one.  

  
A transpose, A, equals A, A transpose which 

is equal to I,n. 

 

A transpose equals A to the minus one. 

 

The norm of A,x is equal to the norm of x, for 

all x belongs to R,n. 

 

A x transpose A,y equals x transpose, y, for 

all x and y belong to R,n. 

 

 

a x squared plus b x plus c 
 

 
the square root of x plus the cube root of y 

 
 

the n-th root of x plus y 

 
 

a plus b over c minus d 

 
 

(the binomial coefficient) n over m 
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6.3. Sets and spaces 

N The set of natural numbers 

Z  The set of integers 

R  The set of real numbers 

C  The set of complex numbers 

|x|   absolute value of a real or complex numbers x 
]a,b[  an open interval, [a,b] a closed interval 

Notations & notions 

•  A mapping with domain X and range in Y 

 

 
 

•  Element inclusion or in set, set inclusion, union and intersection : 
 

 
•  Vectors and matrices 

 

 
 

The transpose of x and the adjoint of x 
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Eigenvalues and Eigenvectors. Consider a square matrix A. A nonzero 

vector x is an eigenvector of the matrix with eigenvalue l if Ax = l x 

We see that  l  = 2 is an eigenvalue of multiplicity 3. 

The transpose, adjoint, inverse, determinant, condition number and the 
spectral radius of the matrix A. 
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Part 7. On certain mathematical subfields 

1) Algebra  [@WldFNbrB] 

Algebraic Curves  Field Theory  Quadratic Forms  

Algebraic Equations  General Algebra  Quaternions and Cliffo...  

Algebraic Geometry  Group Theory  Rate Problems  

Algebraic Identities  Homological Algebra  Ring Theory  

Algebraic Invariants  Linear Algebra  Scalar Algebra  

Algebraic Operations  Named Algebras  Sums  [sHmz] 

Algebraic Properties  Noncommutative Algebra  Valuation Theory  

Coding Theory [@kBLdNE   @INBrN] Number Theory Vector Algebra  

Cyclotomy  [ @saNk@lKtBmN] Polynomials [,pKlN@nBLmNBlz] Wavelets  [@weNvlNts] 

Elliptic Curves  [N@lNptNk   kM:v] Products  
 

 [,vWljL@eNGBn @INBrN]  [@nHmbB*     @INBrN]  [neNmd  @WldFNbrBs]                  [kwB@tM:nNBnz] 

2) Applied Mathematics   [B@plaNd   ,mWIB@mWtNks] 

Business   [@bNznNs] 

Complex Systems   [@kKmpleks    @sNstBmz] 

Control Theory   [kBn@trBLl  @INBrN] 

Data Visualization     [@deNtB   ,vNzjLBlaN@zeNGBn] 

Dynamical Systems   [daN@nWmNkBl  @sNstBmz] 

Engineering    [,endFN@nNBrNE] 

Ergodic Theory      [@M:gBdNk   @INBrN] 

Game Theory   [geNm   @INBrN]  

Information Theory    [,NnfB@meNGBn    @INBrN]  

Inverse Problems        [@NnvM:s   @prKblBmz] 

Numerical Methods    [nju:@merNkBl  @meIBds] 

Optimization    [,KptNmaN@zeNGBn]  

Population Dynamics  [,pKpjL@leNGBn    daN@nWmNks] 

Signal Processing  [@sNgnl   @prBLsesNE] 

3) Calculus and Analysis  [@kWlkjLlBs Wnd,   B@nWlBsNs] 

Calculus  Functions  Metrics 

Calculus of Variations  General Analysis  Norms  

Catastrophe Theory [kB@tWstrBfN]   General Calculus  Operator Theory  

Complex Analysis  Generalized Functions  Polynomials  

Differential Equations  Harmonic Analysis  Roots  

Differential Forms  Inequalities  Series  

Differential Geometry  Integral Transforms  Singularities  

Dynamical Systems  Inversion Formulas  Special Functions  

Fixed Points  Manifolds  [@mWnNfBLldz]       [,sNEgjL@lWrNtN:z] 

Functional Analysis    Measure Theory  
  

4) Discrete Mathematics  [dNs@kri:t  ,mWIB@mWtNks] 

Cellular Automata   [@seljLlB*     C:@tKmBtB] 

Coding Theory   [@kBLdNE   @INBrN] 

Combinatorics  

http://mathworld.wolfram.com/topics/AlgebraicCurves.html
http://mathworld.wolfram.com/topics/FieldTheory.html
http://mathworld.wolfram.com/topics/QuadraticForms.html
http://mathworld.wolfram.com/topics/AlgebraicEquations.html
http://mathworld.wolfram.com/topics/GeneralAlgebra.html
http://mathworld.wolfram.com/topics/QuaternionsandCliffordAlgebras.html
http://mathworld.wolfram.com/topics/AlgebraicGeometry.html
http://mathworld.wolfram.com/topics/GroupTheory.html
http://mathworld.wolfram.com/topics/RateProblems.html
http://mathworld.wolfram.com/topics/AlgebraicIdentities.html
http://mathworld.wolfram.com/topics/HomologicalAlgebra.html
http://mathworld.wolfram.com/topics/RingTheory.html
http://mathworld.wolfram.com/topics/AlgebraicInvariants.html
http://mathworld.wolfram.com/topics/LinearAlgebra.html
http://mathworld.wolfram.com/topics/ScalarAlgebra.html
http://mathworld.wolfram.com/topics/AlgebraicOperations.html
http://mathworld.wolfram.com/topics/NamedAlgebras.html
http://mathworld.wolfram.com/topics/Sums.html
http://mathworld.wolfram.com/topics/AlgebraicProperties.html
http://mathworld.wolfram.com/topics/NoncommutativeAlgebra.html
http://mathworld.wolfram.com/topics/ValuationTheory.html
http://mathworld.wolfram.com/topics/NumberTheory.html
http://mathworld.wolfram.com/topics/VectorAlgebra.html
http://mathworld.wolfram.com/topics/Cyclotomy.html
http://mathworld.wolfram.com/topics/Polynomials.html
http://mathworld.wolfram.com/topics/Wavelets.html
http://mathworld.wolfram.com/topics/EllipticCurves.html
http://mathworld.wolfram.com/topics/Products.html
http://mathworld.wolfram.com/topics/Business.html
http://mathworld.wolfram.com/topics/ComplexSystems.html
http://mathworld.wolfram.com/topics/ControlTheory.html
http://mathworld.wolfram.com/topics/DataVisualization.html
http://mathworld.wolfram.com/topics/DynamicalSystems.html
http://mathworld.wolfram.com/topics/Engineering.html
http://mathworld.wolfram.com/topics/ErgodicTheory.html
http://mathworld.wolfram.com/topics/GameTheory.html
http://mathworld.wolfram.com/topics/InformationTheory.html
http://mathworld.wolfram.com/topics/InverseProblems.html
http://mathworld.wolfram.com/topics/NumericalMethods.html
http://mathworld.wolfram.com/topics/Optimization.html
http://mathworld.wolfram.com/topics/PopulationDynamics.html
http://mathworld.wolfram.com/topics/SignalProcessing.html
http://mathworld.wolfram.com/topics/Calculus.html
http://mathworld.wolfram.com/topics/Functions.html
http://mathworld.wolfram.com/topics/Metrics.html
http://mathworld.wolfram.com/topics/CalculusofVariations.html
http://mathworld.wolfram.com/topics/GeneralAnalysis.html
http://mathworld.wolfram.com/topics/Norms.html
http://mathworld.wolfram.com/topics/CatastropheTheory.html
http://mathworld.wolfram.com/topics/GeneralCalculus.html
http://mathworld.wolfram.com/topics/OperatorTheory.html
http://mathworld.wolfram.com/topics/ComplexAnalysis.html
http://mathworld.wolfram.com/topics/GeneralizedFunctions.html
http://mathworld.wolfram.com/topics/Polynomials.html
http://mathworld.wolfram.com/topics/DifferentialEquations.html
http://mathworld.wolfram.com/topics/HarmonicAnalysis.html
http://mathworld.wolfram.com/topics/Roots.html
http://mathworld.wolfram.com/topics/DifferentialForms.html
http://mathworld.wolfram.com/topics/Inequalities.html
http://mathworld.wolfram.com/topics/Series.html
http://mathworld.wolfram.com/topics/DifferentialGeometry.html
http://mathworld.wolfram.com/topics/IntegralTransforms.html
http://mathworld.wolfram.com/topics/Singularities.html
http://mathworld.wolfram.com/topics/DynamicalSystems.html
http://mathworld.wolfram.com/topics/InversionFormulas.html
http://mathworld.wolfram.com/topics/SpecialFunctions.html
http://mathworld.wolfram.com/topics/FixedPoints.html
http://mathworld.wolfram.com/topics/Manifolds.html
http://mathworld.wolfram.com/topics/FunctionalAnalysis.html
http://mathworld.wolfram.com/topics/MeasureTheory.html
http://mathworld.wolfram.com/topics/CellularAutomata.html
http://mathworld.wolfram.com/topics/CodingTheory.html
http://mathworld.wolfram.com/topics/Combinatorics.html
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Computational Systems   [,kKmpjL@teNGBnl  @sNstBmz] 

Computer Science   [kBm@pju:tB*   @saNBns] 

Division Problems   [dN@vNFBn   @prKblBmz]     

Experimental Mathematics   [Nk,sperN@mentl   ,mWIB@mWtNks] 

Finite Groups   [@faNnaNt   gru:p] 

General Discrete Mathematics  [@dFenBrBl   dNs@kri:t  ,mWIB@mWtNks] 

Graph Theory      [grA:f     @INBrN] 

Information Theory   [,NnfB@meNGBn    @INBrN] 

Packing Problems   [@pWkNE     @prKblBmz] 

Point Lattices   [pCNnt    @lWtNsNz] 

Recurrence Equations   [rN@kHrBns   N@kweNFBn] 

Umbral Calculus   [Hm@brBl  @kWlkjLlBs] 

5) Foundations of Mathematics  [faLn@deNGBnz   Bv    ,mWIB@mWtNks] 

Axioms    [@WksNBm]  

Category Theory   [@kWtNgBrN   @INBrN] 

Logic  [@lKdFNk] 

Mathematical Problems   [,mWIB@mWtNkBl    @prKblBmz] 

Point-Set Topology  [pCNnt-set   @INBrN] 

Set Theory   [set   @INBrN] 

Theorem Proving   [@INBrBm   pru:vNE] 

6) Geometry   [dFN@KmNtrN]  

Algebraic Geometry Ergodic Theory Plane Geometry  

Combinatorial Geometry  General Geometry  Points  

Computational Geometry  Geometric Construction  Projective Geometry  

Continuity Principle  Geometric Duality  Rigidity 

Coordinate Geometry  Geometric Inequalities  Sangaku Problems  

Curves  Inversive Geometry  Solid Geometry  

Differential Geometry Line Geometry  Surfaces  

Dissection  [dN@sekGBn] Multidimensional Geometry  Symmetry  

Distance  Noncommutative Geometry  Transformations  

Division Problems Non-Euclidean Geometry  Trigonometry  

7) History and Terminology   [@hNstBrN  Wnd,   ,tM:mN@nKlBdFN]  

Biography  [baN@KgrBfN]  

Contests  [kBn@tests] 

Disciplinary Terminology   [@dNsNplNnBrN     ,tM:mN@nKlBdFN] 

History    [@hNstBrN  ] 

Mathematica Code    [,mWIB@mWtNkW    kBLd] 

Mathematica Commands    [,mWIB@mWtNkW    kB@mA:ndz] 

Mathematical Problems           [,mWIB@mWtNkBl    @prKblBmz] 

Mnemonics   [nN@mKnNks] 

Notation    [nBL@teNGBn]  

Prizes   [praNzNz] 

Terminology   [,tM:mN@nKlBdFN] 

 

 

8) Number Theory  [@nHmbB*     @INBrN] 

http://mathworld.wolfram.com/topics/ComputationalSystems.html
http://mathworld.wolfram.com/topics/ComputerScience.html
http://mathworld.wolfram.com/topics/DivisionProblems.html
http://mathworld.wolfram.com/topics/ExperimentalMathematics.html
http://mathworld.wolfram.com/topics/FiniteGroups.html
http://mathworld.wolfram.com/topics/GeneralDiscreteMathematics.html
http://mathworld.wolfram.com/topics/GraphTheory.html
http://mathworld.wolfram.com/topics/InformationTheory.html
http://mathworld.wolfram.com/topics/PackingProblems.html
http://mathworld.wolfram.com/topics/PointLattices.html
http://mathworld.wolfram.com/topics/RecurrenceEquations.html
http://mathworld.wolfram.com/topics/UmbralCalculus.html
http://mathworld.wolfram.com/topics/Axioms.html
http://mathworld.wolfram.com/topics/CategoryTheory.html
http://mathworld.wolfram.com/topics/Logic.html
http://mathworld.wolfram.com/topics/MathematicalProblems.html
http://mathworld.wolfram.com/topics/Point-SetTopology.html
http://mathworld.wolfram.com/topics/SetTheory.html
http://mathworld.wolfram.com/topics/TheoremProving.html
http://mathworld.wolfram.com/topics/AlgebraicGeometry.html
http://mathworld.wolfram.com/topics/ErgodicTheory.html
http://mathworld.wolfram.com/topics/PlaneGeometry.html
http://mathworld.wolfram.com/topics/CombinatorialGeometry.html
http://mathworld.wolfram.com/topics/GeneralGeometry.html
http://mathworld.wolfram.com/topics/Points.html
http://mathworld.wolfram.com/topics/ComputationalGeometry.html
http://mathworld.wolfram.com/topics/GeometricConstruction.html
http://mathworld.wolfram.com/topics/ProjectiveGeometry.html
http://mathworld.wolfram.com/topics/ContinuityPrinciple.html
http://mathworld.wolfram.com/topics/GeometricDuality.html
http://mathworld.wolfram.com/topics/Rigidity.html
http://mathworld.wolfram.com/topics/CoordinateGeometry.html
http://mathworld.wolfram.com/topics/GeometricInequalities.html
http://mathworld.wolfram.com/topics/SangakuProblems.html
http://mathworld.wolfram.com/topics/Curves.html
http://mathworld.wolfram.com/topics/InversiveGeometry.html
http://mathworld.wolfram.com/topics/SolidGeometry.html
http://mathworld.wolfram.com/topics/DifferentialGeometry.html
http://mathworld.wolfram.com/topics/LineGeometry.html
http://mathworld.wolfram.com/topics/Surfaces.html
http://mathworld.wolfram.com/topics/Dissection.html
http://mathworld.wolfram.com/topics/MultidimensionalGeometry.html
http://mathworld.wolfram.com/topics/Symmetry.html
http://mathworld.wolfram.com/topics/Distance.html
http://mathworld.wolfram.com/topics/NoncommutativeGeometry.html
http://mathworld.wolfram.com/topics/Transformations.html
http://mathworld.wolfram.com/topics/DivisionProblems.html
http://mathworld.wolfram.com/topics/Non-EuclideanGeometry.html
http://mathworld.wolfram.com/topics/Trigonometry.html
http://mathworld.wolfram.com/topics/Biography.html
http://mathworld.wolfram.com/topics/Contests.html
http://mathworld.wolfram.com/topics/DisciplinaryTerminology.html
http://mathworld.wolfram.com/topics/History.html
http://mathworld.wolfram.com/topics/MathematicaCode.html
http://mathworld.wolfram.com/topics/MathematicaCommands.html
http://mathworld.wolfram.com/topics/MathematicalProblems.html
http://mathworld.wolfram.com/topics/Mnemonics.html
http://mathworld.wolfram.com/topics/Notation.html
http://mathworld.wolfram.com/topics/Prizes.html
http://mathworld.wolfram.com/topics/Terminology.html
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Algebraic Number Theory  Ergodic Theory p-adic Numbers  

Arithmetic  General Number Theory  Rational Approximation  

Automorphic Forms  Generating Functions  Rational Numbers  

Binary Sequences  Integer Relations  Real Numbers  

Class Numbers  Integers  Reciprocity Theorems  

Congruences  Irrational Numbers  Rounding  

Constants  Normal Numbers  Sequences  

Continued Fractions  Numbers  Special Numbers  

Diophantine Equations  Number Theoretic Funct...  Transcendental Numbers  

Divisors  [dN@vaNzB*z] Parity  [@pWrNtN]  
 

Elliptic Curves  Prime Numbers  
 

9) Probability and Statistics  [,prKbB@bNlNtN     Wnd,   stB@tNstNks] 

Bayesian Analysis  Nonparametric Statistics  Statistical Asymptotic...  

Descriptive Statistics  Probability  Statistical Distributions  

Error Analysis  Random Numbers  Statistical Indices  [@NndNsi:z] 

Estimators  [@estNmeNtB*z] Random Walks [@rWndBm] Statistical Plots   [plKts] 

Markov Processes  Rank Statistics  Statistical Tests  

Moments [@mBLmBnts] Regression  [rN@greGBn]  Time-Series Analysis  

Multivariate Statistics  Runs [rHnz] Trials  [@traNBlz] 

[dNs@krNptNv  stB@tNstNks]       [@mA:kKv   @prBLses i:z]    

10) Recreational Mathematics      [,rekrN@eNGBnBl   ,mWIB@mWtNks] 

Cryptograms     [@krNptBLgrWmz]  

Dissection         [dN@sekGBn]  

Folding              [@fBLldNE] 

Games               [geNmz] 

Illusions            [N@lu:FBn]  

Magic Figures   [@mWdFNk   @fNgB*] 

Mathematical Art   [,mWIB@mWtNkBl   A:t] 

Mathematical Humor   [,mWIB@mWtNkBl  @hju:mB*] 

Mathematical Records  [,mWIB@mWtNkBl    rN@kC:dz]  

Mathematics in the Arts   [ ,mWIB@mWtNks  Nn    Ji:,   A:t] 

Number Guessing   [@nHmbB*    gesNE] 

Numerology   [,nju:mB@rKlBdFN] 

Puzzles   [@pHzlz] 

Sports    [spC:ts] 

Numerical Methods 

Approximation Theory  

Differential Equation Solving  

Finite Differences  

Linear Systems  

Numerical Integration  

Numerical Summation  

Root-Finding  

 

Interpolation 

http://mathworld.wolfram.com/topics/AlgebraicNumberTheory.html
http://mathworld.wolfram.com/topics/ErgodicTheory.html
http://mathworld.wolfram.com/topics/p-adicNumbers.html
http://mathworld.wolfram.com/topics/Arithmetic.html
http://mathworld.wolfram.com/topics/GeneralNumberTheory.html
http://mathworld.wolfram.com/topics/RationalApproximation.html
http://mathworld.wolfram.com/topics/AutomorphicForms.html
http://mathworld.wolfram.com/topics/GeneratingFunctions.html
http://mathworld.wolfram.com/topics/RationalNumbers.html
http://mathworld.wolfram.com/topics/BinarySequences.html
http://mathworld.wolfram.com/topics/IntegerRelations.html
http://mathworld.wolfram.com/topics/RealNumbers.html
http://mathworld.wolfram.com/topics/ClassNumbers.html
http://mathworld.wolfram.com/topics/Integers.html
http://mathworld.wolfram.com/topics/ReciprocityTheorems.html
http://mathworld.wolfram.com/topics/Congruences.html
http://mathworld.wolfram.com/topics/IrrationalNumbers.html
http://mathworld.wolfram.com/topics/Rounding.html
http://mathworld.wolfram.com/topics/Constants.html
http://mathworld.wolfram.com/topics/NormalNumbers.html
http://mathworld.wolfram.com/topics/Sequences.html
http://mathworld.wolfram.com/topics/ContinuedFractions.html
http://mathworld.wolfram.com/topics/Numbers.html
http://mathworld.wolfram.com/topics/SpecialNumbers.html
http://mathworld.wolfram.com/topics/DiophantineEquations.html
http://mathworld.wolfram.com/topics/NumberTheoreticFunctions.html
http://mathworld.wolfram.com/topics/TranscendentalNumbers.html
http://mathworld.wolfram.com/topics/Divisors.html
http://mathworld.wolfram.com/topics/Parity.html
http://mathworld.wolfram.com/topics/EllipticCurves.html
http://mathworld.wolfram.com/topics/PrimeNumbers.html
http://mathworld.wolfram.com/topics/BayesianAnalysis.html
http://mathworld.wolfram.com/topics/NonparametricStatistics.html
http://mathworld.wolfram.com/topics/StatisticalAsymptoticExpansions.html
http://mathworld.wolfram.com/topics/DescriptiveStatistics.html
http://mathworld.wolfram.com/topics/Probability.html
http://mathworld.wolfram.com/topics/StatisticalDistributions.html
http://mathworld.wolfram.com/topics/ErrorAnalysis.html
http://mathworld.wolfram.com/topics/RandomNumbers.html
http://mathworld.wolfram.com/topics/StatisticalIndices.html
http://mathworld.wolfram.com/topics/Estimators.html
http://mathworld.wolfram.com/topics/RandomWalks.html
http://mathworld.wolfram.com/topics/StatisticalPlots.html
http://mathworld.wolfram.com/topics/MarkovProcesses.html
http://mathworld.wolfram.com/topics/RankStatistics.html
http://mathworld.wolfram.com/topics/StatisticalTests.html
http://mathworld.wolfram.com/topics/Moments.html
http://mathworld.wolfram.com/topics/Regression.html
http://mathworld.wolfram.com/topics/Time-SeriesAnalysis.html
http://mathworld.wolfram.com/topics/MultivariateStatistics.html
http://mathworld.wolfram.com/topics/Runs.html
http://mathworld.wolfram.com/topics/Trials.html
http://mathworld.wolfram.com/topics/Cryptograms.html
http://mathworld.wolfram.com/topics/Dissection.html
http://mathworld.wolfram.com/topics/Folding.html
http://mathworld.wolfram.com/topics/Games.html
http://mathworld.wolfram.com/topics/Illusions.html
http://mathworld.wolfram.com/topics/MagicFigures.html
http://mathworld.wolfram.com/topics/MathematicalArt.html
http://mathworld.wolfram.com/topics/MathematicalHumor.html
http://mathworld.wolfram.com/topics/MathematicalRecords.html
http://mathworld.wolfram.com/topics/MathematicsintheArts.html
http://mathworld.wolfram.com/topics/NumberGuessing.html
http://mathworld.wolfram.com/topics/Numerology.html
http://mathworld.wolfram.com/topics/Puzzles.html
http://mathworld.wolfram.com/topics/Sports.html
http://mathworld.wolfram.com/topics/ApproximationTheory.html
http://mathworld.wolfram.com/topics/DifferentialEquationSolving.html
http://mathworld.wolfram.com/topics/FiniteDifferences.html
http://mathworld.wolfram.com/topics/LinearSystems.html
http://mathworld.wolfram.com/topics/NumericalIntegration.html
http://mathworld.wolfram.com/topics/NumericalSummation.html
http://mathworld.wolfram.com/topics/Root-Finding.html
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Part 8. English Grammar series  

English Grammar series 1 

Ex01. Make the past simple. 

He _________________ (tell) me that he lived in Toronto. We _________________ (lend) John 
£200.  She _________________ (drink) too much coffee yesterday.  The children 
_________________ (sleep) in the car. I _________________ (forget) to buy some milk. They 
_________________ (speak) French to the waitress. He _________________ (feel) terrible after 
eating the meal. I _________________ (know) the answer yesterday. 

Ex02. Put in the correct preposition: England is famous…………..……its rainy weather. 
He isn't afraid…………..…… anything. English cheese is very different…………..…… french 
cheese. Who is James married…………..……? Lucy is extremely good…………..……languages. Are 
you pleased…………..……your new house? That bike is similar …………..……yours. I'm very 
excited …………..……buying a new computer. What is your town famous…………..……? My niece 
is afraid         ………………….dogs. Julie is very different…………..……her sister. She's very 
excited…………..……the party. I've been married…………..……my husband for 10 years. 
Unfortunately, I'm very bad…………..……music. Luke is very pleased …………..……his exam 
results. He isn't really interested…………..…….getting married. I'm very proud…………..……my 
daughter, she worked very hard. 

Ex03. Reported Statements: Present Simple. 

1. “I live in New York” She said _____  

2. “He works in a bank” She told me ___  

3. “Julie doesn‟t like going out much” She said _______  

4. “I don‟t have a computer” She said ________  

5. “They never arrive on time” She said _______  

6. “We often meet friends in London at the weekend” He told me ____  

7. “She doesn‟t have enough time to do everything” She said _______  

8. “They often go on holiday in July” She said ________  

Ex04. Put the verb into the correct first conditional form:  
1. If I __________________ (go) out tonight, I __________________ (go) to the cinema.  

2. If you __________________ (get) back late, I __________________ (be) angry.  

3. If we __________________ (not / see) each other tomorrow, we __________________ (see) 

each other next week.  

4. If he __________________ (come), I __________________ (be) surprised.  

5. If we __________________ (wait) here, we __________________ (be) late.  

6. If we __________________ (go) on holiday this summer, we __________________ (go) to 

Spain.  

7. If the weather __________________ (not / improve), we __________________ (not / have) a 

picnic.  

8. If I __________________ (not / go) to bed early, I __________________ (be) tired tomorrow.  

9. If we __________________ (eat) all this cake, we __________________ (feel) sick.  
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10. If you __________________ (not / want) to go out, I __________________ (cook) dinner at 

home. 

Ex05. Second Conditionals - put the verb into the correct tense: 

1. If I _________________ (be) you, I _________________ (get) a new job. 

2. If he _________________ (be) younger, he _________________ (travel) more.  

3. If we _________________ (not / be) friends, I _________________ (be) angry with you. 

4. If I _________________ (have) enough money, I _________________ (buy) a big house.  

5. If she _________________ (not / be) always so late, she _________________ (be) promoted.  

6. If we _________________ (win) the lottery, we _________________ (travel) the world.  

7. If you _________________ (have) a better job, we _________________ (be) able to buy a new 
car 8. If I _________________ (speak) perfect English, I _________________ (have) a good job.  

9. If we _________________ (live) in Mexico, I _________________ (speak) Spanish.  

10. If she _________________ (pass) the exam, she _________________ (be) 

11. She _________________ (be) happier if she _________________ (have) more friends.  

12. We _________________ (buy) a house if we _________________ (decide) to stay here.  

13. They _________________ (have) more money if they _________________ (not / buy) so 
many clothes  

14. We _________________ (come) to dinner if we _________________ (have) time.  

15. She _________________ (call) him if she _________________ (know) his number.  

16. They _________________ (go) to Spain on holiday if they _______________ (like) hot 
weather. 17. She _________________ (pass) the exam if she _________________ (study) more.  

18. I _________________ (marry) someone famous if I _________________ (be) a movie star.  

19. We never _________________ (be) late again if we _________________ (buy) a new car.  

20. You _________________ (lose) weight if you _________________ (eat) less. 

Ex06. Make future simple questions: 

1. ____________________ (they / come) tomorrow? 2. When ____________________ 

(you / get) back? 3. If you lose your job, what ____________________ (you / do)? 4. In 

your opinion, ____________________ (she / be) a good teacher? 5. What time 

____________________ (the sun / set) today? 6. ____________________ (she / get) the 

job, do you think? 7. ____________________ (David / be) at home this evening? 8. What 
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____________________ (the weather / be) like tomorrow? 9. There‟s someone at the door, 

____________________ (you / get) it? 10. How ____________________ (he / get) here? 

Ex07. Make the present continuous (‘yes / no’ or ‘wh’ questions). 

1. (how long / you / stay in Paris?) 

__________________________________________________________________  

2. (you / drink / tea ?) 

__________________________________________________________________  

3. (where / you / stay?) 

__________________________________________________________________  

4. (why / you / watch TV now?) 

__________________________________________________________________  

5. (she / work in a bank?) 

__________________________________________________________________  

6. (what / he / do?) 

__________________________________________________________________  

7. (why / she / call her friend now?) 

__________________________________________________________________  

8. (I / lose weight?) 

__________________________________________________________________  

9. (we / work tomorrow?) 

__________________________________________________________________  

 

10. (when / you / arrive?)  

__________________________________________________________________  
 

Ex08. Choose the present simple or the present continuous.  

 1. Julie ____________ (read) in the garden.  

2. What ____________ (we / have) for dinner tonight?  

3. She ____________ (have) two daughters.  

4. I ____________ (stay) in Spain for two weeks this summer.  

5. He often ____________ (come) over for dinner.  

6. The class ____________ (begin) at nine every day.  

7. What ____________ (you / eat) at the moment?  

8. What ____________ (Susie / do) tomorrow?  

9. I ____________ (not / work) on Sundays.  

10. She ____________ (not / study) now, she ____________ (watch) TV.  

11. How often ____________ (you / go) to restaurants?  

12. I ____________ (not / go) on holiday this summer.  

13. I'm sorry, I ____________ (not / understand).  

14. She ____________ (work) as a waitress for a month.  

15. She ____________ (take) a salsa dancing class every Tuesday.  

16. It ____________ (be) cold here in winter.  

17. Take your umbrella, it ____________ (rain).  

18. This cake ____________ (taste) delicious.  

19. The bag ____________ (belong) to Jack.  

20. When ____________ (you / arrive) tonight? 
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Ex09. Change these sentences from active to passive:  

1. People speak Portuguese in Brazil. 
_______________________________________________________________  

2. The Government is planning a new road near my house. 
_______________________________________________________________  

3. My grandfather built this house in 1943. 
_______________________________________________________________  

4. Picasso was painting Guernica at that time. 
_______________________________________________________________  

5. The cleaner has cleaned the office. 
_______________________________________________________________  

6. He had written three books before 1867. 
_______________________________________________________________  

7. John will tell you later. _______________________________________________________________  

8. By this time tomorrow we will have signed the deal. 
_______________________________________________________________  

9. Somebody should do the work. 
_______________________________________________________________  

10. The traffic might have delayed Jimmy. ______________________________ 

11. Everybody loves Mr Brown. 

_______________________________________________________________  

12. They are building a new stadium near the station. 

_______________________________________________________________  

13. The wolf ate the princess. 

_______________________________________________________________  

14. At six o‟clock someone was telling a story. 

_______________________________________________________________  

15. Somebody has drunk all the milk! 

_______________________________________________________________  

16. I had cleaned all the windows before the storm. 

_______________________________________________________________  

17. A workman will repair the computer tomorrow. 

_______________________________________________________________  

18. By next year the students will have studied the passive. 

_______________________________________________________________  

19. James might cook dinner. 

_______________________________________________________________  

20. Somebody must have taken my wallet. 
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English Grammar series 2 

Ex10. Make the past simple. 

1. She ____________________ (bring) some chocolates to the party.  

2. I ____________________ (hear) a new song on the radio.  

3. I ___________________ (read) three books last week.  

4. They ____________________ (speak) French to the waitress.  

5. He _________________ (understand) during the class, but now he doesn't understand.  

6. I ____________________ (forget) to buy some milk.  

7. She ____________________ (have) a baby in June.  

8. You ____________________ (lose) your keys last week.  

9. They ____________________ (swim) 500m.  

10. I ____________________ (give) my mother a CD for Christmas.  

11. At the age of 23, she ____________________ (become) a doctor.  

12. I ____________________ (know) the answer yesterday.  

13. He ____________________ (tell) me that he lived in Toronto.  

14. We ____________________ (lend) John £200.  

15. She ____________________ (drink) too much coffee yesterday.  

16. The children ____________________ (sleep) in the car.  

17. He ____________________ (keep) his promise.  

18. I ____________________ (choose) the steak for dinner.  

19. The film ____________________ (begin) late.  

20. We ____________________ (fly) to Sydney.  

21. They ____________________ (drive) to Beijing.  

22. He ____________________ (teach) English at the University.  

23. I ____________________ (send) you an e-mail earlier.  

24. We ____________________ (leave) the house at 7 a.m.  

25. He ____________________ (feel) terrible after eating the prawns. 

Ex11.  Change these sentences from active to passive.  

1. Somebody cleans the office every day.   Ans.  The office is cleaned every day  

2. Somebody sends emails. _______________________________________________________________  

3. Somebody cuts the grass. _______________________________________________________________  
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4. Somebody prefers chocolate. 
_______________________________________________________________  

5. Somebody often steals cars. 
_______________________________________________________________ 6. Somebody plays loud 
music. _______________________________________________________________  

7. Somebody speaks English here. 
_______________________________________________________________  

8. Somebody loves the London parks. 
_______________________________________________________________  

9. Somebody wants staff. _______________________________________________________________  

10. Somebody writes articles. 
_______________________________________________________________ 

11. Somebody loves Julie. _______________________________________________________________  

12. Somebody reads a lot of books. 
_______________________________________________________________  

13. Somebody cooks dinner everyday. 
_______________________________________________________________  

14. Somebody delivers milk in the mornings. 
_______________________________________________________________  

15. Somebody buys flowers for the flat. 
_______________________________________________________________  

16. Somebody washes the cars every week. 
_______________________________________________________________  

17. Somebody writes a report every Friday. 
_______________________________________________________________  

18. Somebody fixes the roads. 
_______________________________________________________________ 19. Somebody builds new 
houses every year. _______________________________________________________________  

20. Somebody sells vegetables in the market. 
_______________________________________________________________ 

Ex12. Tag Questions with the Present Simple (be careful: ‘I am’ → ‘aren’t I’ but 
‘I’m not’ → ‘am I’). Add the tag question:  

1. She’s from a small town in China, ________________ ?  

2. They aren’t on their way already, ________________ ?  

3. We’re late again, ________________ ?  

4. I’m not the person with the tickets, ________________ ?  
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5. Julie isn’t an accountant, ________________ ?  

6. The weather is really bad today, ________________ ?  

7. He’s very handsome, ________________ ?  

8. They aren’t in Mumbai at the moment, ________________ ?  

9. You aren’t from Brazil, ________________ ?  

10. John’s a very good student, ________________ ?  

11. I like chocolate very much, ________________ ?  

12. She doesn’t work in a hotel, ________________ ?  

13. They need some new clothes, ________________ ?  

14. We live in a tiny flat, ________________ ?  

15. She studies very hard every night, ________________ ?  

16. David and Julie don’t take Chinese classes, ________________ ?  

17. I often come home late, ________________ ?  

18. You don’t like spicy food, ________________ ?  

19. She doesn’t cook very often, ________________ ?  

20. We don’t watch much TV, _______________? 

Ex12. Combine the following two sentences.  

1. We ate the fruit. I bought the fruit. 

2. They called a lawyer. The lawyer lived nearby. 
_______________________________________________________________  

3. I sent an email to my brother. My brother lives in Australia. 
_______________________________________________________________  

4. The customer liked the waitress. The waitress was very friendly. 
_______________________________________________________________  

5. We broke the computer. The computer belonged to my father. 
_______________________________________________________________  

6. I dropped a glass. The glass was new. 
_______________________________________________________________  

7. She loves books. The books have happy endings. 
_______________________________________________________________  

8. They live in a city. The city is in the north of England. 
_______________________________________________________________  

9. The man is in the garden. The man is wearing a blue jumper. 
_______________________________________________________________  
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10. The girl works in a bank. The girl is from India. 
_______________________________________________________________  

11. My sister has three children. My sister lives in Australia. 
_______________________________________________________________  

12. The waiter was rude. The waiter was wearing a blue shirt. 
_______________________________________________________________  

13. The money is in the kitchen. The money belongs to John. 
_______________________________________________________________  

14. The table got broken. The table was my grandmother’s. 
_______________________________________________________________  

15. The television was stolen. The television was bought 20 years ago. 
_______________________________________________________________  

16. The fruit is on the table. The fruit isn’t fresh. 

  17. The food was delicious. David cooked the food.    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Department of  Mathematics                                                                                         UNIVERSITY OF 08 MAI 1945 GUELMA 

                                                                                                                                                  
127 

English Grammar series 3 

Ex01. Choose ‘however’, ‘although’ or ‘despite’:  

1. ___________ the rain, we still went to the park. 

2. ___________ it was raining, we still went to the park.  

3. It was raining. ___________, we still went to the park.  

4. John bought the watch, ___________ the fact that it was expensive.  

5. John bough the watch. ___________, it was expensive.  

6. ___________ it was expensive, John bought the watch.  

7. I finished the homework. It, ___________, wasn’t easy.  

8. I finished the homework, ___________ it wasn’t easy.  

9. ___________ the fact that it wasn’t easy, I finished the homework.  

10. She went for a long walk, ___________ being cold.  

11. ___________ she was cold, she went for a long walk.  

12. She was cold. She went for a long walk, ___________.  

13. The restaurant has a good reputation. ___________, the food was terrible.  

14. ___________ the restaurant’s good reputation, the food was terrible.  

15. ___________ the restaurant has a good reputation, the food was terrible. 

 

Ex 02. Choose the correct word or phrase in brackets to fill the space.  

1. (because / because of) We stayed inside ________________________ the storm.  

2. (since / because of) I wanted to stay longer ________________________ I was really 
enjoying the party.  

3. (as / due to) Amanda stayed at home ________________________ her illness.  

4. (due to / as) Her lateness was ________________________ a terrible traffic jam.  

5. (since / owning to) ________________________ flights are cheaper in the winter, we 
decided to travel then.  

6. (as / because of) ________________________ she hated cats, she wasn’t happy when her 
husband bought three.  

7. (owing to / as) John didn’t go to work ________________________ his illness.  

8. (because / due to) ________________________ Lucy was very tired, she went to bed 
early. 9. (because / owing to) ________________________ his late night, John missed his 
train. 



Department of  Mathematics                                                                                         UNIVERSITY OF 08 MAI 1945 GUELMA 

                                                                                                                                                  
128 

10. (for / owing to) Lucy was very unhappy, ________________________ she missed 

James. 11. (as / due to) ________________________ the terrible weather, we decided not 

to walk home.  

12. (as / owning to) I was very happy with my present, ________________________ it was 

exactly what I wanted.  

13. (due to / since) Keiko ordered her meal without meat, ________________________ she 

is a vegetarian.  

14. (because of / as) I didn‟t want to leave ________________________ I was having a 

great time.  

15. (owing to / since) Luca bought the shoes ________________________ they were 

perfect. 16. (because of / because) We were late for the plane ________________________ 

the traffic.  

17. (for / as) ________________________ it was really cold, I put on my gloves and my 

hat. 18. (due to / because) She couldn‟t come ________________________ she had to 

work.  

19. (owning to / because) ________________________its high price, we didn‟t rent the 

flat. 20. (because of / since) ________________________ his great cooking, we love going 

to dinner at Taka‟s house. 

Ex 03. Choose the correct form (adjective or adverb).  

1) John held the plate _________________. (careful / carefully)  

2) Julia is a _________________ person. (careful / carefully)  

3) I ran _________________ to the station. (quick / quickly)  

4) The journey was _________________. (quick / quickly)  

5) You look _________________. Didn’t you sleep well? (tired / tiredly)  

6) The baby rubbed her eyes _________________. (tired / tiredly)  

7) She sang _________________. (happy / happily)  

8) You sound _________________. (happy / happily)  

9) I speak English _________________. (well / good)  

10) Her English is _________________. (well / good)  

11) She cooks _________________. (terrible / terribly)  

12) He is a _________________ cook. (terrible / terribly)  

13) The music was _________________. (beautiful / beautifully) 

  14) She plays the piano _________________. (beautiful / beautifully) 

15) That was a _________________ answer. (clever / cleverly)  

16) She answered _________________. (clever / cleverly)  

  17) Your flat seems _________________ today. (tidy / tidily) 
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  18) He put the dishes away _________________. (tidy / tidily)  

19) He spoke _________________. (warm / warmly)  

20) She is a very _________________ person. (warm / warmly) 

 

Ex 04. Put the verb into the correct form:  

1. I don‟t fancy ______________ (go) out tonight.  

2. She avoided ______________ (tell) him about her plans.  

3. I would like ______________ (come) to the party with you.  

4. He enjoys ______________ (have) a bath in the evening.  

5. She kept ______________ (talk) during the film.  

6. I am learning ______________ (speak) English.  

7. Do you mind ______________ (give) me a hand?  

8. She helped me ______________ (carry) my suitcases.  

9. I‟ve finished ______________ (cook). Come and eat!  

10. He decided ______________ (study) Biology.  

11. I dislike ______________ (wait).  

12. He asked ______________ (come) with us.  

13. I promise ______________ (help) you tomorrow.  

14. We discussed ______________ (go) to the cinema, but in the end we stayed at home.  

15. She agreed ______________ (bring) the pudding.  

16. I don‟t recommend ______________ (take) the bus, it takes forever!  

17. We hope ______________ (visit) Amsterdam next month.  

18. She suggested ______________ (go) to the museum.  

19. They plan ______________ (start) college in the autumn.  

20. I don‟t want ______________ (leave) yet. 
 

Ex 05. Put in the correct preposition (at, in, on, or no preposition):  

 

1. There was a loud noise which woke us up ____ midnight. 2. Do you usually eat 

chocolate eggs ____ Easter? 3. What are you doing ____ the weekend? 4. ____ last week, I 

worked until 9pm ____ every night. 5. My father always reads the paper ____ breakfast 

time. 6. She plays tennis ____ Fridays. 7. The trees here are really beautiful ____ the 

spring. 8. I‟ll see you ____ Tuesday afternoon, then. 9. Shakespeare died ____ 1616. 10. 

She studies ____ every day. 11. John is going to buy the presents ____ today. 12. In my 

hometown the shops open early ____ the morning. 13. She met her husband ____ 1998. 14. 

The party is ____ next Saturday. 15. We are meeting ____ Friday morning. 16. I often get 

sleepy ____ the afternoon. 17. His daughter was born ____ the 24th of August. 18. Mobile 

phones became popular ____ the nineties. 19. The meeting will take place ____ this 

afternoon. 20. Luckily the weather was perfect ____ her wedding day. 

 



Department of  Mathematics                                                                                         UNIVERSITY OF 08 MAI 1945 GUELMA 

                                                                                                                                                  
131 

English Grammar series 4 

Ex 01. Make the comparative form. If it’s possible, use ‘er’. If not, use ‘more’.  

1. Dogs are _________________________________ (intelligent) than rabbits.  

2. Lucy is _________________________________ (old) than Ellie.  

3. Russia is far _________________________________ (large) than the UK.  

4. My Latin class is _________________________________ (boring) than my English class. 

5. In the UK, the streets are generally _________________________________ (narrow) than the 
streets in the USA.  

6. London is _________________________________ (busy) than Glasgow.  

7. Julie is _________________________________ (quiet) than her sister.  

8. Amanda is _________________________________ (ambitious) than her classmates.  

9. My garden is a lot _________________________________ (colourful) than this park.  

10. His house is a bit _________________________________ (comfortable) than a hotel. 

Ex 02. Change the direct questions into indirect questions. Use ‘can you tell me’.  

1) Where does she play tennis? 
_______________________________________________________________  

2) Does he live in Paris? _______________________________________________________________   

3) Is she hungry? _______________________________________________________________   

4) What is this? _______________________________________________________________   

5) Do they work in Canada? _______________________________________________________________  

6) When do John and Luke meet? 
_______________________________________________________________   

7) Is he a lawyer? _______________________________________________________________  

8) When is the party? _______________________________________________________________  

9) Do they often go out? _______________________________________________________________  

10) What does he do at the 
weekend?_______________________________________________________________ 

11) Are the children on holiday this week? 
_______________________________________________________________  

12) Who is she? _______________________________________________________________  

13) Why do you like travelling so much? 
_______________________________________________________________  
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14) Does Lizzie like ice cream? 
_______________________________________________________________  

15) Are they from Chile? _______________________________________________________________  

16) Where is the station? _______________________________________________________________  

17) Where do you study Chinese?______________________________________  

   18) Where is the nearest supermarket? 
________________________________________________________  
  19) Do you drink coffee? ________________________________________________________  
  20) Is Richard always late? ________________________________________________________ 
Ex 03. If it‟s possible, make a sentence with „would + infinitive‟. If it‟s not possible, use 

„used to + infinitive‟:  

1. I / have short hair when I was a teenager. 

_______________________________________________________________  

2. We / go to the same little café for lunch every day when I was a student. 

_______________________________________________________________  

3. She / love playing badminton before she hurt her shoulder. 

_______________________________________________________________  

4. He / walk along the beach every evening before bed. 

_______________________________________________________________  

5. I / always lose when I played chess with my father. 

_______________________________________________________________  

6. She / be able to dance very well. 

_______________________________________________________________  

7. My grandfather / drink a cup of coffee after dinner every night. 

_______________________________________________________________  

8. Luke / not have a car. 

_______________________________________________________________  

9. We / live in Brazil. 

_______________________________________________________________  

10. My family / often go to the countryside for the weekend when I was young. 

_______________________________________________________________ 

Ex 04. Put the corresponding prepositions of Place 

1. The wine is ______ the bottle. 2. Pass me the dictionary, it's ______ the bookshelf. 3. 

Jennifer is ______ work. 4. Berlin is ______ Germany. 5. You have something ______ 

your face. 6. Turn left ______ the traffic lights. 7. She was listening to classical music 

______ the radio. 8. He has a house ______ the river. 9. The answer is ______ the bottom 

of the page. 10. Julie will be ______ the plane now. 11. There are a lot of magnets ______ 

the fridge. 12. She lives ______ London. 13. John is ______ a taxi. He's coming. 14. I'll 

meet you ______ the airport. 15. She stood ______ the window and looked out. 16. The cat 

is ______ the house somewhere. 17. Why you calling so late? I‟m already ______ bed. 18. 

I waited for Lucy ______ the station. 19. There was a picture of flowers ______ her T-

shirt. 

20. She has a house ______ Japan. 

Ex 05. Change this direct speech into reported speech: 
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1. “He works in a bank” She said 

_____________________________________________________ 

2. “We went out last night” She told me 

________________________________________________________  

3. “I‟m coming!” She said 

___________________________________________________________  

4. “I was waiting for the bus when he arrived” She told me 

________________________________________________________  

5. “ I‟d never been there before” She said 

___________________________________________________________  

6. “I didn‟t go to the party” She told me 

________________________________________________________ 

7. “Lucy‟ll come later” She said 

______________________________________________________  

8. “He hasn‟t eaten breakfast” She told me 

________________________________________________________  

9. “I can help you tomorrow” She said 

___________________________________________________________ 

10. “You should go to bed early” She told me 

________________________________________________________  

11. “I don‟t like chocolate” She told me 

________________________________________________________  

12. “I won‟t see you tomorrow” She said 

___________________________________________________________  

13. “She‟s living in Paris for a few months” She said 

___________________________________________________________  

14. “I visited my parents at the weekend” She told me 

________________________________________________________  

15. “She hasn‟t eaten sushi before” She said 

___________________________________________________________  

16. “I hadn‟t travelled by underground before I came to London” She said 

___________________________________________________________ 

17. “They would help if they could” She said 

___________________________________________________________  

18. “I‟ll do the washing-up later” She told me 

________________________________________________________  

19. “He could read when he was three” She said 

___________________________________________________________  

20. “I was sleeping when Julie called” She said 

___________________________________________________________ 
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English Grammar series 5 

Ex 01.  Make the future perfect. Choose positive, negative or question. 

1. (I / leave by six) _______________________________________________________________  

2. (you / finish the report by the deadline?) 

_______________________________________________________________  

3. (when / we / do everything?) 

_______________________________________________________________  

4. (she / finish her exams by ten, so we can go out for dinner) 

_______________________________________________________________  

5. (you / read the book before the next class) 

_______________________________________________________________  

6. (she / not / finish work by seven) 

_______________________________________________________________  

7. (when / you / complete the work? 

_______________________________________________________________  

8. (they / arrive by dinnertime) 

_______________________________________________________________ 

 9. (we / be in London for three years next week) 

_______________________________________________________________  

10. (she / get home by lunchtime?) ______________ 
 

Ex 02.  Put in „can‟ / „can‟t‟ / „could‟ / „couldn‟t‟. If none is possible, use „be able to‟ in the 

correct tense:  

1. _________________ you swim when you were 10?  

2. We _________________ get to the meeting on time yesterday because the train was 

delayed by one hour.  

3. He _________________ arrive at the party on time, even after missing the train, so he 

was very pleased.  

4. He‟s amazing, he _________________ speak 5 languages including Chinese.  

5. I _________________ drive a car until I was 34, then I moved to the countryside so I 

had to learn.  

6. I looked everywhere for my glasses but I _________________ find them anywhere.  

7. I searched for your house for ages, luckily I _________________ find it in the end.  

8. She‟s 7 years old but she _________________ read yet – her parents are getting her 

extra lessons.  

9. I read the book three times but I _________________ understand it.  

10. James _________________ speak Japanese when he lived in Japan, but he‟s forgotten 

most of it now. 

 

Ex 03.  Put in the correct preposition:  

1. He‟s swimming ______ the river.  

2. Where‟s Julie? She‟s ______ school.  

3. The plant is ______ the table. 

4. There is a spider ______ the bath.  
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5. Please put those apples ______ the bowl.  

6. Frank is ______ holiday for three weeks.  

7. There are two pockets ______ this bag.  

8. I read the story ______ the newspaper.  

9. The cat is sitting ______ the chair.  

10. Lucy was standing ______ the bus stop.  

11. I'll meet you ______ the cinema.  

12. She hung a picture ______ the wall.  

13. John is ______ the garden.  

14. There's nothing ______ TV tonight.  

15. I stayed ______ home all weekend.  

16. When I called Lucy, she was ______ the bus.  

17. There was a spider ______ the ceiling.  

18. Unfortunately, Mrs Brown is ______ hospital.  

19. Don't sit ______ the table, sit ______ a chair.  

20. There are four cushions ______ the sofa. 

 

1. England is famous ________ its rainy weather.  

2. I'm very proud ________ my daughter, she worked very hard.  

3. He isn't really interested ________ getting married.  

4. Luke is very pleased ________ his exam results. 

5. Unfortunately, I'm very bad ________ music.  

6. I've been married ________ my husband for 10 years.  

7. She's very excited ________ the party.  

8. Julie is very different ________ her sister.  

9. My niece is afraid ________ dogs.  

10. A ball gown is similar ________ an evening dress.  

11. What is your town famous ________?  

12. It's great you got that job - you should be proud ________ yourself.  

13. I'm very excited ________ buying a new computer.  

14. That bike is similar ________ yours.  

15. She is interested ________ jazz.  

16. Are you pleased ________ your new house?  

17. Lucy is extremely good ________ languages.  

18. Who is James married ________?  

19. English cheese is very different ________ French cheese.  

20. He isn't afraid ________ anything. 
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English Grammar series 6 

Ex 01. Put in ‘mustn’t’ or ‘don’t / doesn’t have to’:  

1. We have a lot of work tomorrow. You _______________ be late.  

2. You _______________ tell anyone what I just told you. It’s a secret.  

3. The museum is free. You _______________ pay to get in.  

4. Children _______________ tell lies. It’s very naughty.  

5. John’s a millionaire. He _______________ go to work.  

6. I _______________ do my washing, because my mother does it for me.  

7. We _______________ rush. We’ve got plenty of time.  

8. You _______________ smoke inside the school.  

9. You can borrow my new dress but you _______________ get it dirty.  

10. We _______________ miss the train, it’s the last one tonight.  

11. She _______________ do this work today, because she can do it tomorrow.  

12. I _______________ clean the floor today because I cleaned it yesterday.  

13. We _______________ forget to lock all the doors before we leave.  

14. We _______________ stay in a hotel in London, we can stay with my brother.  

15. I _______________ spend too much money today. I’ve only got a little left.  

16. They _______________ get up early today, because it’s Sunday.  

17. I _______________ eat too much cake, or I’ll get fat!  

18. We _______________ be late for the exam.  

19. You _______________ tidy up now. I’ll do it later.  

20. He _______________ cook tonight because he’s going to a restaurant 

 

Ex 02. Change the direct questions into indirect questions. Use „Do you know‟.  

1) Did she go out last night? 

_______________________________________________________________  

2) Where did she meet her brother? 

_______________________________________________________________  

3) How was the film? 

_______________________________________________________________  

4) Was David the first to arrive? 

_______________________________________________________________  

5) Did Lucy work at home yesterday? 

_______________________________________________________________  

6) What was the problem? 

_______________________________________________________________  
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7) Who did we see at the party? 

_______________________________________________________________  

8) Did Zac call his mum yesterday? 

_______________________________________________________________  

9) Were they at the beach? 

_______________________________________________________________  

10) Where was the class? 

_______________________________________________________________  

11) Why did they arrive so late? 

_______________________________________________________________  

12) Was she at home yesterday? 

_______________________________________________________________  

13) How did she do it? 

_______________________________________________________________  

14) Were they in the garden? 

_______________________________________________________________  

15) Did they arrive late? 

_______________________________________________________________  

16) Did John finish the report? 

_______________________________________________________________  

17) Were we late for the meeting? 

_______________________________________________________________  

18) What did they do at the weekend? 

_______________________________________________________________  

19) Why was she so early? 

_______________________________________________________________  

20) Where was Julie yesterday afternoon? 

_______________________________________________________________ 
 

Ex 03. Make the comparative form. If it‟s possible, use „er‟. If not, use „more‟.  

1. Dogs are _________________________________ (intelligent) than rabbits.  

2. Lucy is _________________________________ (old) than Ellie.  

3. Russia is far _________________________________ (large) than the UK.  

4. My Latin class is _________________________________ (boring) than my English 

class. 5. In the UK, the streets are generally _________________________________ 

(narrow) than the streets in the USA.  

6. London is _________________________________ (busy) than Glasgow.  

7. Julie is _________________________________ (quiet) than her sister.  

8. Amanda is _________________________________ (ambitious) than her classmates.  

9. My garden is a lot _________________________________ (colourful) than this park.  

10. His house is a bit _________________________________ (comfortable) than a hotel. 
 

Ex 04. Choose a little / little / a few / few:  

1. I have ___________ water left. There‟s enough to share.  

2. I have ___________ good friends. I‟m not lonely.  

3. He has _________ education. He can‟t read or write, and he can hardly count.  

4. There are ___________ people she really trusts. It‟s a bit sad.  
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5. We‟ve got _______ time at the weekend. Would you like to meet?  

6. Julie gave us _______ apples from her garden. Shall we share them?  

7. She has _______ self-confidence. She has a lot of trouble talking to new people.  

8. There are _______ women politicians in the UK. Many people think there should be 

more. 9. It‟s a great pity, but the hospital has _______ medicine. They can‟t help many 

people.  

10. I‟ve got _______ cakes to give away. Would you like one?  

11. There‟s _______ milk left in the fridge. It should be enough for our coffee.  

12. _______ children from this school go on to university, unfortunately.  

13. Do you need information on English grammar? I have _______ books on the topic if 

you would like to borrow them.  

14. She‟s lucky. She has _______ problems.  

15. London has _______ sunshine in the winter. That‟s why so many British people go on 

holiday to sunny places!  

16. There‟s _______ spaghetti left in the cupboard. Shall we eat it tonight?  

17. There are _______ programmes on television that I want to watch. I prefer to download 

a film or read a book.  

18. He has _______ free time. He hardly ever even manages to call his mother!  

19. Unfortunately, I have _______ problems at the moment.  

20. Are you thirsty? There‟s _______ juice left in this bottle, if you‟d like it 
 

Ex 05. Fill the gap with the if it‟s necessary.  

1. Everest is ______ highest mountain in the world.  

2. Who is ______ oldest person in your family?  

3. This dress was ______ cheapest.  

4. Which language do you think is ______ easiest to learn?  

5. This book is ______ most serious one on the topic.  

6. I think that one over there is ______ strongest horse.  

7. This film is ______ shortest.  

8. She‟s ______ fastest runner in her school.  

9. That suitcase is ______ lightest.  

10. Out of all the cities in Europe, London is ______ biggest. 
 

Ex 06. Fill the gap with „some‟ or „no article‟.  

1. Can you buy ______ pasta? [I‟m thinking of the amount we need for tonight.]  

2. We need ______ mushrooms [I‟m not thinking about the amount].  

3. John drinks ______ coffee every morning [coffee, not tea].  

4. Add ______ water to the soup if it‟s too thick [a certain amount of water].  

5. I really want ______ tea – could you get me a cup?  

6. We could have ______ rice for dinner [rice, not pasta].  

7. I ate ______ bread and two eggs for lunch [I‟m thinking about the amount].  

8. She bought ______ new furniture [a certain amount of furniture].  

9. Did you get ______ carrots? [I‟m not thinking about the amount.]  

10. I‟d like _______ tea, please! [Tea, not juice or coffee.] 

 

Ex 07. Put in the correct preposition (at, in, on, or no preposition):  

1. There was a loud noise which woke us up ____ midnight.  
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2. Do you usually eat chocolate eggs ____ Easter?  

3. What are you doing ____ the weekend?  

4. ____ last week, I worked until 9pm ____ every night.  

5. My father always reads the paper ____ breakfast time.  

6. She plays tennis ____ Fridays.  

7. The trees here are really beautiful ____ the spring.  

8. I‟ll see you ____ Tuesday afternoon, then.  

9. Shakespeare died ____ 1616.  

10. She studies ____ every day.  

11. John is going to buy the presents ____ today.  

12. In my hometown the shops open early ____ the morning.  

13. She met her husband ____ 1998.  

14. The party is ____ next Saturday. 15. We are meeting ____ Friday morning.  

16. I often get sleepy ____ the afternoon.  

17. His daughter was born ____ the 24th of August.  

18. Mobile phones became popular ____ the nineties.  

19. The meeting will take place ____ this afternoon.  

20. Luckily the weather was perfect ____ her wedding day. 

 

Ex 08. Change the direct questions into reported questions:  

1. Where is the post office? She asked me 

___________________________________________________  

2. Why is Julie sad? She asked me 

___________________________________________________  

3. What's for dinner? She asked me 

___________________________________________________  

4. Who is the woman in the red dress? She asked me 

___________________________________________________  

5. How is your grandmother? She asked me 

___________________________________________________  

6. When is the party? She asked me 

___________________________________________________  

7. How much is the rent on your flat? She asked me 

___________________________________________________  

8. Where are the glasses? She asked me 

___________________________________________________  

9. How is the weather in Chicago? She asked me 

___________________________________________________  

10. Who is the Prime Minister of Canada? She asked me 

___________________________________________________  

11. Where do you usually go swimming? She asked me 

___________________________________________________  

12. What does Luke do at the weekend? She asked me 

___________________________________________________  

13. Where do your parents live? She asked me 

___________________________________________________  
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14. Who do you go running with? She asked me 

___________________________________________________  

15. When does Lucy get up? She asked me 

___________________________________________________  

16. How much TV do you watch? She asked me 

___________________________________________________  

17. How many books do they own? She asked me 

___________________________________________________  

18. Where does John work? She asked me 

___________________________________________________  

19. What do the children study on Fridays? She asked me 

___________________________________________________  

20. Why do you study English? She asked me 

___________________________________________________ 

 

Ex 09. Change the direct speech into reported speech:  

1. “Please help me carry this” She asked me 

______________________________________________________  

2. “Please come early” She 

______________________________________________________________  

3. “Please buy some milk” She 

______________________________________________________________  

4. “Could you please open the window?” She 

______________________________________________________________  

5. “Could you bring the book tonight?” She 

______________________________________________________________  

6. “Can you help me with my homework, please?” She 

______________________________________________________________  

7. “Would you bring me a cup of coffee, please?” She 

______________________________________________________________  

8. “Would you mind passing the salt?” She 

______________________________________________________________  

9. “Would you mind lending me a pencil?” She 

______________________________________________________________  

10. “I was wondering if you could possibly tell me the time.” She 

______________________________________________________________  

11. “Do your homework!” She told me 

________________________________________________________  

12. “Go to bed!” She 

______________________________________________________________  

13. “Don‟t be late!” She 

______________________________________________________________  

14. “Don‟t smoke!” She 

______________________________________________________________  

15. “Tidy your room!” She 

______________________________________________________________  



Department of  Mathematics                                                                                         UNIVERSITY OF 08 MAI 1945 GUELMA 

                                                                                                                                                  
141 

16. “Wait here!” She 

______________________________________________________________  

17. “Don‟t do that!” She 

______________________________________________________________  

18. “Eat your dinner!” She 

______________________________________________________________  

19. “Don‟t make a mess!” She 

______________________________________________________________  

20. “Do the washing-up!” She 

______________________________________________________________ 

 

Ex 10. Make the positive future continuous: At three o’clock tomorrow…  

1. I ________________________ (work) in my office.  

2. You ________________________ (lie) on the beach.  

3. He ________________________ (wait) for the train.  

4. She ________________________ (shop) in New York.  

5. It ________________________ (rain).  

6. We ________________________ (get) ready to go out.  

7. They ________________________ (meet) their parents.  

8. He ________________________ (study) in the library.  

9. She ________________________ (exercise) at the gym.  

10. I ________________________ (sleep). 

 

Ex 11. Make future continuous „yes / no‟ questions: When the boss comes,  

1. ________________________ (I / sit) here?  

2. ________________________ (John / us) the computer?  

3. ________________________ (Jane and Luke / discuss) the new project?  

4. ________________________ (we / work) hard?  

5. ________________________ (you / talk) on the telephone?  

6. ________________________ (she / send) an email?  

7. ________________________ (they / have) a meeting?  

8. ________________________ (he / eat) lunch?  

9. ________________________ (you / type)?  

10. ________________________ (he / make) coffee?  

 

Make „wh‟ future continuous questions: At 8pm, 

  

11. (where / I / wait?) At 8pm,__________________________________  

12. (what / you / do?) ________________________________________  

13. (why / he / study?) ________________________________________  

14. (how / she / travel?) ________________________________________  

15. (who / they / meet?) ________________________________________  

16. (where / we / eat?) ________________________________________  

17. (what / you / watch?) ________________________________________  

18. (why / he / drive?) ________________________________________  

19. (what / she / cook?) ________________________________________  
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20. (why / they / sleep?) ________________________________________ 

Ex 12. Change these direct questions into reported speech:  

1. “Where is he?” She asked me 

______________________________________________________  

2. “What are you doing?” She asked me 

______________________________________________________  

3. “Why did you go out last night?” She asked me 

______________________________________________________  

4. “Who was that beautiful woman?” She asked me 

______________________________________________________  

5. “How is your mother?” She asked me 

______________________________________________________  

6. “What are you going to do at the weekend?” She asked me 

______________________________________________________  

7. “Where will you live after graduation?” She asked me 

______________________________________________________  

8. “What were you doing when I saw you?” She asked me 

______________________________________________________  

9. “How was the journey?” She asked me 

______________________________________________________  

10. “How often do you go to the cinema?” She asked me 

______________________________________________________  

11. “Do you live in London?” She asked me 

______________________________________________________  

12. “Did he arrive on time?” She asked me 

______________________________________________________  

13. “Have you been to Paris?” She asked me 

______________________________________________________  

14. “Can you help me?” She asked me 

______________________________________________________  

15. “Are you working tonight?” She asked me 

______________________________________________________  

16. “Will you come later?” She asked me 

______________________________________________________  

17. “Do you like coffee?” She asked me 

______________________________________________________  

18. “Is this the road to the station?” She asked me 

______________________________________________________  

19. “Did you do your homework?” She asked me 

______________________________________________________  

20. “Have you studied reported speech before?” She asked me 

______________________________________________________ 

 

Ex 13. Conditional exercise (first / second / third conditionals)  

1. (First conditional) If we __________________ (not / work) harder, we 

__________________ (not pass) the exam.  
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2. (Third conditional) If the students __________________ (not be) late for the exam, they 

__________________ (pass).  

3. (Third conditional) If the weather __________________ (not be) so cold, we 

__________________ (go) to the beach.  

4. (Second conditional) If she __________________ (have) her laptop with her, she 

__________________ (email) me.  

5. (First conditional) If she __________________ (not go) to the meeting, I 

__________________ (not go) either.  

6. (Third conditional) If the baby __________________ (sleep) better last night, I 

__________________ (not be) so tired.  

7. (First conditional) If the teacher __________________ (give) us lots of homework this 

weekend, I __________________ (not be) happy.  

8. (Second conditional) If Lucy __________________ (have) enough time, she 

__________________ (travel) more.  

9. (First conditional) If the children __________________ (not eat) soon, they 

__________________ (be) grumpy.  

10. (First conditional) If I __________________ (not go) to bed soon, I 

__________________ (be) tired in the morning.  

11. (Second conditional) If I __________________ (want) a new car, I 

__________________ (buy) one.  

12. (Second conditional) If José __________________ (not speak) good French, he 

__________________ (not move) to Paris.  

13. (First conditional) If John __________________ (drink) too much coffee, he 

__________________ (get) ill.  

14. (Third conditional) If we __________________ (tidy) our flat, we 

__________________ (not lose) our keys.  

15. (Third conditional) If Luke __________________ (not send) flowers to his mother, she 

__________________ (not be) happy.  

16. (Second conditional) If the children __________________ (be) in bed, I 

__________________ (be able to) have a bath.  

17. (Second conditional) If you __________________ (not be) so stubborn, we 

__________________ (not have) so many arguments!  

18. (Third conditional) If Julie __________________ (not go) to Sweden, she 

__________________ (go) to Germany.  

19. (First conditional) If she __________________ (go) to the library, she 

__________________ (study) more.  

20. (Third conditional) If we __________________ (not have) an argument, we 

__________________ (not be) late.  

21. (Second conditional) If you __________________ (arrive) early, it 

__________________ (be) less stressful.  

22. (Third conditional) If I __________________ (not go) to the party, I 

__________________ (not meet) Amanda.  

23. (Second conditional) If Julie __________________ (like) chocolate, I 

__________________ (give) her some.  

24. (Second conditional) If Luke __________________ (live) in the UK, I 

__________________ (see) him more often.  
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25. (Third conditional) If the children __________________ (not eat) all that chocolate, 

they __________________ (feel) sick.  

26. (First conditional) If they __________________ (not / arrive) soon, we 

__________________ (be) late.  

27. (Third conditional) If she __________________ (study) Mandarin, she 

__________________ (go) to Beijing.  

28. (Second conditional) If we __________________ (not be) so tired, we 

__________________ (go) out.  

29. (First conditional) If you __________________ (buy) the present, I 

__________________ (wrap) it up.  

30. (First conditional) If Lucy __________________ (not quit) her job soon, she 

__________________ (go) crazy. 

 
 

Ex 14. Choose „however‟, „although‟ or „despite‟:  

1. ___________ the rain, we still went to the park.  

2. ___________ it was raining, we still went to the park.  

3. It was raining. ___________, we still went to the park.  

4. John bought the watch, ___________ the fact that it was expensive.  

5. John bough the watch. ___________, it was expensive.  

6. ___________ it was expensive, John bought the watch.  

7. I finished the homework. It, ___________, wasn‟t easy.  

8. I finished the homework, ___________ it wasn‟t easy.  

9. ___________ the fact that it wasn‟t easy, I finished the homework.  

10. She went for a long walk, ___________ being cold.  

11. ___________ she was cold, she went for a long walk.  

12. She was cold. She went for a long walk, ___________.  

13. The restaurant has a good reputation. ___________, the food was terrible.  

14. ___________ the restaurant‟s good reputation, the food was terrible.  

15. ___________ the restaurant has a good reputation, the food was terrible 

 
 

Ex 15. Choose the correct word or phrase in brackets to fill the space.  

1. (because / because of) We stayed inside ________________________ the storm.  

2. (since / because of) I wanted to stay longer ________________________ I was really 

enjoying the party.  

3. (as / due to) Amanda stayed at home ________________________ her illness.  

4. (due to / as) Her lateness was ________________________ a terrible traffic jam.  

5. (since / owning to) ________________________ flights are cheaper in the winter, we 

decided to travel then.  

6. (as / because of) ________________________ she hated cats, she wasn‟t happy when 

her husband bought three.  

7. (owing to / as) John didn‟t go to work ________________________ his illness.  

8. (because / due to) ________________________ Lucy was very tired, she went to bed 

early.  

9. (because / owing to) ________________________ his late night, John missed his train.  
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10. (for / owing to) Lucy was very unhappy, ________________________ she missed 

James. 11. (as / due to) ________________________ the terrible weather, we decided not 

to walk home.  

12. (as / owning to) I was very happy with my present, ________________________ it was 

exactly what I wanted.  

13. (due to / since) Keiko ordered her meal without meat, ________________________ she 

is a vegetarian.  

14. (because of / as) I didn‟t want to leave ________________________ I was having a 

great time.  

15. (owing to / since) Luca bought the shoes ________________________ they were 

perfect. 16. (because of / because) We were late for the plane ________________________ 

the traffic.  

17. (for / as) ________________________ it was really cold, I put on my gloves and my 

hat. 18. (due to / because) She couldn‟t come ________________________ she had to 

work.  

19. (owning to / because) ________________________its high price, we didn‟t rent the 

flat. 20. (because of / since) ________________________ his great cooking, we love going 

to dinner at Taka‟s house. 

 

Ex 16*. Choose the correct phrasal verb: go on / pick up / come back / come up with / go 

back / find out / come out / go out / point out / grow up / set up / turn out / get out / come 

in(to) / take on.  

1. Can you ________________________________________ (think of an idea) a better 

idea? 2. She ________________________________________ (showed / mentioned) that 

the shops would already be closed.  

3. I wish I hadn‟t ________________________________________ (become responsible 

for) so much work!  

4. I ________________________________________ (went to an event) for dinner with 

my husband last night.  

5. He ________________________________________ (entered a place where the speaker 

is) the kitchen and made some tea.  

6. Where did you ________________________________________ (become an adult)?  

7. I‟d love to ________________________________________ (arrange / create) my own 

business.  

8. I really want to ________________________________________ (leave a building) of 

this office and go for a walk.  

9. As I arrived, he ________________________________________ (appeared from a 

place) of the door.  

10. She ________________________________________ (got something from a place) 

some dinner on the way home.  

11. Could you ________________________________________ (get information) what 

time we need to arrive?  

12. I thought the conference was going to be boring but it 

________________________________________ (in the end we discovered) to be quite 

useful.  
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13. What time did you ________________________________________ (return to a place 

where the speaker is) yesterday?  

14. She ________________________________________ (appeared from a place) of the 

café and put on her gloves.  

15. A performance ________________________________________ (is happening) at the 

moment.  

16. He ________________________________________ (left a car) of the car.  

17. He ________________________________________ (went to an event) a lot at the 

weekend, so he‟s tired today.  

18. Can we ________________________________________ (arrange / create) a meeting 

next week?  

19. Would anybody like to ________________________________________ (become 

responsible for) this new client?  

20. He ________________________________________ (returned to a place where the 

speaker is) before I left.  

21. It‟s lovely watching my children ________________________________________ 

(become adults).  

22. She ________________________________________ (returned to a place where the 

speaker is not) to school.  

23. He ________________________________________ (showed / mention) the stars to 

the children.  

24. He ________________________________________ (returned to a place where the 

speaker is not) to Poland last year.  

25. He ________________________________________ (thought of an idea) a solution.  

26. Please ________________________________________ (enter a place where the 

speaker is)!  

27. At the end of the film, it ________________________________________ (in the end 

we discovered) that John was a good guy.  

28. Could you ________________________________________ (get someone from a 

place) Lucy later?  

29. We need to ________________________________________ (get information) how 

much it costs.  

30. What ________________________________________ (‟s happening)? 

 

 

Ex 17**. Choose the correct phrasal verb: give up / make up / end up / get back / look up / 

figure out / sit down / get up / take out / come on / go down / show up / take off / work out / 

stand up.  

1. She ________________________________________ (arrived somewhere again) to 

London last week.  

2. David ________________________________________ (removed clothes or jewellery) 

his gloves and put them in his pocket.  

3. John ________________________________________ (changed from lying or sitting to 

standing – not casual) and left the room without a word.  

4. What time did John ________________________________________ (arrive 

somewhere again) yesterday?  
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5. Please ________________________________________ (I am encouraging the person 

to go faster or try harder)! We‟re already miles behind the others.  

6. She ________________________________________ (raised her eyes) from her laptop 

and smiled.  

7. She ________________________________________ (stopped having or doing) coffee 

last year but was so grumpy that she started drinking it again.  

8. You should ________________________________________ (remove clothes or 

jewellery) your hat inside.  

9. People from other countries ________________________________________ (are the 

parts that form something) about a third of the population of London.  

10. He didn‟t even ________________________________________ (raise his eyes) when 

she came in. So rude!  

11. We ________________________________________ (are moving to a lower place) to 

the beach now. Would you like to come?  

12. Lucy! ________________________________________ (change from lying or sitting 

to standing – more casual) quick! The teacher is coming!  

13. The children ________________________________________ (changed from lying or 

sitting to standing – less casual) when the headmaster arrived.  

14. She came into the room and ________________________________________ 

(changed from standing to sitting).  

15. She _________________ the bags __________________ (removed from a container) 

of the car and put them in the hall.  

16. ________________________________________ (I‟m encouraging the person to go 

faster or try harder)! You‟re doing really well. Keep going!  

17. She finally ________________________________________ (thought until she 

understood / planned – more UK) the answers to the maths homework.  

18. They ________________________________________ (moved to a lower place) to the 

kitchen and made some tea.  

19. Please ________________________________________ (change from standing to 

sitting). You‟re making me nervous!  

20. She ________________________________________ (changed from lying or sitting to 

standing – more casual) slowly and picked up her bag.  

21. After a long day, we ________________________________________ (finally did or 

were something, especially when you don‟t expect it) getting a pizza and falling asleep on 

the sofa.  

22. I can‟t ________________________________________ (think about until I understand 

/ plan – more UK) why Andrew is so upset.  

23. We‟ll ________________________________________ (stop having or doing) 

chocolate after the holidays!  

24. I can‟t ________________________________________ (think about until I understand 

/ plan more USA) how to do this exercise.  

25. I couldn‟t believe it! He didn‟t ________________________________________ 

(arrive at or come to an event / meeting - especially if there‟s something surprising) until 

11pm!  
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26. They ________________________________________ (thought about until they 

understood / plan – more USA) that it must have been the toddler who put the milk in the 

oven.  

27. She wanted to go travelling but she ________________________________________ 

(finally did or was something, especially when you don‟t expect it) working in a shop all 

summer.  

28. I ______________the book ____________________ (removed from a container) of my 

bag and gave it to him.  

29. I think coffee and cakes ________________________________________ (are the parts 

that form something) most of her diet!  

30. We had a meeting yesterday but only a few people 

________________________________________ (arrive at or come to an event / meeting - 

especially if there‟s something surprising). 
 

 

Ex 18**. Choose the correct phrasal verb: come down (from) / go ahead / go up / look 

back (on) / wake up / carry out / take over / hold up / pull out (of) / turn around / take up / 

look down / put up / bring back / bring up.  

1. Now that Amanda has quit, we really need someone to 

________________________________________ (take control of) that part of the business. 

2. If you want to get started on the report, please 

________________________________________ (being to do something).  

3. We were talking about the weather and then she 

________________________________________ (started to talk about) the election.  

4. This project ________________________________________ (is using a certain amount 

of space or time) far too much time.  

5. The repairs were ________________________________________ (done and finished a 

task or activity) by a carpenter.  

6. John is going to ________________________________________ (take control of) the 

project.  

7. Why don‟t you ________________________________________ (begin to do 

something) and have dinner? I‟ll join you later.  

8. She ________________________________________ (moved from a high place to a 

lower place) the attic with dust in her hair.  

9. I ________________________________________ (changed from sleeping to being 

awake) in the middle of the night and I couldn‟t go back to sleep.  

10. The scientists ________________________________________ (did and finished a 

task or activity) an experiment.  

11. He felt something touch his leg so he ________________________________________ 

(moved his eyes down) and saw a cat.  

12. ________________________________________ (change from sleeping to being 

awake)! We need to go out!  

13. She often ________________________________________ (thought about something 

in the past) her time at university.  

14. We used to call each other every week. Let‟s ___________________ that 

_____________________ (make something return) – it was really good.  
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15. She __________________ her purse ______________________ (took something out 

of a container) her pocket.  

16. Her phone call ________________________________________ (used a certain 

amount of space or time) the whole evening.  

17. Let‟s ________________________________________ (fix something where it will be 

seen) a notice to tell people the class has been cancelled.  

18. Please ________________________________________ (move from a high place to a 

lower place) that tree! It‟s not safe!  

19. Her house will probably ________________________________________ (increase) in 

value.  

20. The stock market ________________________________________ (has increased) 

recently.  

21. She ________________________________________ (moved her eyes down) at her 

feet and mumbled an answer.  

22. She ________________________________________ (fixed something where it will 

be seen) some photos of her family next to her bed.  

23. Please ________________________________________ (hold something high up so 

people can see it) the sign so I can read it.  

24. He likes to ________________________________________ (think about something in 

the past) his trip round Australia.  

25. She ________________________________________ (held something high up so 

people can see it) the camera.  

26. He _________________ the conversation _______________________ (make 

something return) to the problem.  

27. We walked to the lake, then ________________________________________ (moved 

to face the other direction) and came back.  

28. Could you ________________________________________ (start to talk about) this 

problem at the meeting, please?  

29. He ________________________________________ (moved to face the other 

direction) and left the room.  

30. He reached into the drawer and ________________________________________ (took 

something out of a container) a notebook and pen. 
 

Part 9. Final Exams from 2012 to 2016  

 

In this part, we present all the tests, final exams and passing exams, which are programmed 

for Master students at University of 08 Mai 1945 Guelma, from the year 2012 to 2016 by 

the author. 
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University of  08 Mai 1945 Guelma  

Department of Mathematics        Master 1                            January 2012 

English 1                             First exam                                   2 hours 

Exercise o1 : Re-write the following words in ordinary English  

 [@si:kwBns],  [@vWlju:],  [tB@pKlBdFN],  [@KpBreNtB*] 

 [@fC:mjLlB],  [,ekspBL@nenGBl],  [,mWIB@mWtNks],  [pru:f] 

 [,Nn@hBLmB@dFi:nNBs],  [@i:vBn],  [Kd],  [@kBLsaNn]  

 [@sHbgru:p],  [,dFenBrBlaN@zeNGBn],  [saNn],  [@meFB*]. 

-------------------------------------------------------------------------------------------------------------------                               

Exercise o2 : Give one word for every symbol 

 

Exercise 03 : Complete the following diagram: 

 

Exercise o4 : Give the phonetic of the following words and phrases 
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CHAPTER, Operation, Roots, Point, Mathematical induction, lower bound of a sequence, 

Infinite series, Rules for differentiation, MULTIPLE INTEGRALS, Power series, 

Orthogonal functions, Residue theorem, The rabbits raced right around the ring. 

------------------------------------------------------------------------------------------------------------

Exercise o5 : Translate the following sentences in English language. 

 En particulier, si la série             converge, on obtient le théorème 2 à partir du      

critère de Cauchy en prenant p = 0. 

 Soit E un espace vectoriel sur K. Le produit scalaire  <.,.>  est une application 

définie par :  

 De plus, on a d'après le lemme (2), on peut écrire :  

 Ce qui achève la démonstration. 

------------------------------------------------------------------------------------------------------------ 

Exercise 06 : Complete the following sentences by using the correspondent mathematical 

notions: 

1)  Z  The set of ……………………………. 

2) A mapping with ……………… X and …………….. in Y denoted by  

 
3) Consider a square matrix A. A nonzero vector x is an ………………. of the matrix with 

………………… l if 

Ax = l x 

4) A ………………….. has the general form 

 

5) Every ……………… of a convergent sequence converges to the same limit. 

 

6) The ……….. with ……… (1,1) and ………… 3 has the equation 

 
7) Theorem :  A nonempty set of reals which is bounded above has the  

………………………………………….. 

8) Show that the …………….. series 

 
is …………………. 

9) Let R be an equivalence relation on a set . That means 

R  (1) is …………….., (2) is …………….., (3) is …………........ 

10) The interior of is the union of all open sets ……………….. in  
 

11) The closure of is the intersection of all closed sets …………. …… 

12) A vector v is a ……………… of the vectors x, y and z if it can be written as 
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where α,β,γ are constants. 
 

13) ………………. ……..Set 

  A set of a …………….. space H satisfying 

     

14) A subset E of a vector space V is called a ……….………. of  V if each vector x ∈ V can 

be uniquely written in the form 

 
 

15) The ……………………… f ∗ g of two functions f and g is given by 

 

16) Let { e1,e2,…} be an orthonormal basis in a Hilbert space (H,<,>). Then every x ∈ H 

can be written as a Fourier ……………………. 

 

The ………………….. < x, ei > are called the Fourier …………………….. of x. 

------------------------------------------------------------------------------------------------------------ 

Exercise 07 : Give the conjugation of the verb ” to go” and complete the table 

 

Present simple 

He  goes 

Present continuous 

He  …………… 

Present perfect 

He  …………… 

Present perfect continuous 

He  …………… 

Past simple 

He  …………… 

past continuous 

He  …………… 

Past perfect 

He  …………… 

Past perfect continuous 

He  …………… 

Future simple 

He  …………… 

Future continuous 

He  …………… 

Future perfect 

He  …………… 

Future perfect continuous 

He  …………… 

Conditional 

present simple 

He  …………… 

Conditional  present 

continuous 

He  …………… 

Conditional perfect 

simple 

He  …………… 

Conditional perfect 

continuous 

He  …………… 

 

 

 

 

 

Good luck                                                                                                           Bellaour. Djamel 
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University of  08 Mai 1945 Guelma  
 Department of Mathematics            Master 1                        2011-2012 

English 2                             First exam                              2 hours 

Inner product space 

     In mathematics, a vector space or function space in which an operation for combining 

two vectors or functions (whose result is called an inner product) is defined and has certain 

properties. Such spaces, an essential tool of functional analysis and vector theory, allow 

analysis of classes of functions rather than individual functions. In mathematical analysis, 

an inner product space of particular importance is a Hilbert space, a generalization of 

ordinary space to an infinite number of dimensions.  

     A point in a Hilbert space can be represented as an infinite sequence of coordinates or as 

a vector with infinitely many components. The inner product of two such vectors is the sum 

of the products of corresponding coordinates. When such an inner product is zero, the 

vectors are said to be orthogonal. Hilbert spaces are an essential tool of mathematical 

physics. 

Exercise o1 : (7.5 marks) 

1) Give another title of the text. (1 mark). 

2) Find a word or expression in the text which, in context, is similar in meaning to : 

Farness, Series, unlimited, interior, boundless             (2.5 marks) 

3)  Re-write the following words in ordinary English                        (4 marks)   

 [NnN@kwKlNtN], [N@nNGBl], [pKlN@nBLmNBl], [Hn@baLndNd] 

 [@WldFNbrB], [N@senGBl], [@neglNdFBbl], [dNfBrenGN@eNGBn] 

 [nju:@merNkBl], [dFN@KmNtrN], [prKbB@bNlNtN], [@prKpBtN] 

 [kBm@pli:t], [ju:@klNdNBn], [@faNnaNt, dN@menGBnl]. 

------------------------------------------------------------------------------------------------------------                           

Exercise o2 (4 marks) : Give the phonetic of the following words and phrases 

Dimension, operator, orthogonal projection, regular point, self-adjoint , spectrum, 

minimizing sequence, Countable, triangle inequality, uniform boundedness, Lax–Milgram 

theorem, successive approximations, extension, differential. 

------------------------------------------------------------------------------------------------------------ 

Exercise o3 (2 marks) : Translate the second paragraph of the text in French language. 

Exercise o4 (2 marks) : Translate the following paragraph in English language. 
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Théorème : Pour qu'un espace métrique (E,d) soit complet, il faut et il suffit que, toute 

suite décroissante de boules fermées de rayons tendant vers zero admette une intersection 

non vide. (plus précisément, cette intersection est réduite à un seul élément). 

------------------------------------------------------------------------------------------------------------  

Exercise o5  (3 marks) : Complete the following sentences by using the correspondent 

mathematical notions  

1) …………………. Series :  A series that ………………….. signs, i.e., of the form : 

 

2)  Let P be a matrix of ………..………. of a given symmetric matrix A and D a matrix 

of the corresponding ……………………. Then,  A can be written as : 

 

 
where D is a diagonal matrix.  

3) Let A be a bounded linear operator on a Hilbert space, H. Then the 

…………. value of A is given by : 

 
 where       is the ……………… of A. 

4) ………………….. Set : 
  A set of a ……………….…….. …. H satisfying 

   

5) The set  

 

is the ………………………. for the vector space of ……………. having 

degree n or less. 

Exercise o6  (2 marks) : Give some properties about symmetric matrices. Answer this 

question in a coherent paragraph. 

 

 

 

 

 

Good Luck                                                                                                    Bellaouar. Djamel 
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University of  08 Mai 1945 Guelma  

Department of Mathematics         Master 1                           2011-2012 

English 1                            Passing exam                              2 hours 

Read the following sentences and choose the correct item. (3 marks) :  Exercise o1 

1. If I had found a fly in my soup I ……………… my wife. 

o Would have hit 

o Hit 

o I could have hit 

2. Jame's exam is tomorrow and he  …………………. all day. 

o Studies 

o Studied 

o Has been studing 

3. I ………………….read or write when I was four years old. 

o Can't 

o coudn't 

o wasn’t able 

4. The sun ………………………in the west 

o Is setting 

o Set 

o sets 

5. It is …………………..colder today than yesterday 

o Much 

o Most 

o very 

6. I've a lot of friends in the USA, but …………………..of them have visited me in 

Guelma. 

o Non 

o neither  

o both 

Exercise o2   (3 marks) : Re-write the following words in ordinary English. 

╱@rWGBnl╱ 

 

╱pru:f╱ 

 

╱@Hn@kaLntBbl╱ 

 

╱,pKlN@nBLmNBl╱ 

 

╱@kBLsaNn╱ 

 

╱@vKlju:m╱ ╱@neglNdFBbl ╱ 

 

╱@demBnstrBbl╱ 

 

╱@prKpBtN╱ 

 

╱Nn@kri:sNE╱ 

 

╱mWIs ╱ 

 

╱ju:@klNdNBn╱ 

 

Write the following in full form    :(1 mark)   Exercise o3 
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Exercise o4  (3 marks) : Type ‘’the’’ in gaps or  ‘’–‘’  if the is not necessary. 

 

Selma : what's on …………....TV tonight? 

Jame : There's a new film at eight oclock, but I can't remember ……………..name of it. 

Selma : I'd like to watch it. What time's  …………..dinner? 

Jame : About eight. I don‟t want to watch and eat at ………. same time. 

Selma : No. we can record the film and watch it later tonight. 

Jame : I won't because I'm in ……………..middle of reading an exciting book. I want to 

finish it. If you record it, I'll watch it sometime    ……….. next week. 

Selma : Ok.  

Exercise o5 (7 marks) : Translate the following paragraph in French language. 

Differential equation 

    Mathematical statement containing one or more derivatives, that is, terms representing 

the rates of change of continuously varying quantities. Differential equations are very 

common in science and engineering, as well as in many other fields of quantitative study, 

because what can be directly observed and measured for systems undergoing changes are 

their rates of change. The solution of a differential equation is, in general, an equation 

expressing the functional dependence of one variable upon one or more others; it ordinarily 

contains constant terms that are not present in the original differential equation. Another 

way of saying this is that the solution of a differential equation produces a function that can 

be used to predict the behaviour of the original system, at least within certain constraints. 

     Differential equations are classified into several broad categories, and these are in turn 

further divided into many subcategories. The most important categories are ordinary 

differential equations and partial differential equations. When the function involved in the 

equation depends on only a single variable, its derivatives are ordinary derivatives and the 

differential equation is classed as an ordinary differential equation. On the other hand, if the 

function depends on several independent variables, so that its derivatives are partial 

derivatives, the differential equation is classed as a partial differential equation. 

 Exercise o6 (3 marks) : Give the phonetic of the following words. 

History, could, wood, would, blood, responsibility, divisibility, government, procedure 

Operation, equation, page, beige, partial, differential, ordinary. 
 

 

 

Good Luck                                                                                                      Bellaouar. Djamel 
 

ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=30012&library=EB&query=null&title=derivatives#9030012.toc
ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=1855&library=EB&query=null&title=ordinary%20differential%20equations#9001855.toc
ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=1855&library=EB&query=null&title=ordinary%20differential%20equations#9001855.toc
ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=102198&library=EB&query=null&title=partial%20differential%20equations#9102198.toc
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University of  08 Mai 1945 Guelma  

Department of Mathematics              Master 1                        2011-2012 

English 2                             Passing exam                              2 hours 

Exercise o1 (12 marks) : Translate the following text in French language. 

Metric space 

          In mathematics, especially topology, an abstract set with a distance function, called a 

metric, that specifies a nonnegative distance between any two of its points in such a way that 

the following properties hold: (1) the distance from the first point to the second equals zero if 

and only if the points are the same, (2) the distance from the first point to the second equals 

the distance from the second to the first, and (3) the sum of the distance from the first point 

to the second and the distance from the second point to a third exceeds or equals the distance 

from the first to the third. The last of these properties is called the triangle inequality. The 

French mathematician Maurice Fréchet initiated the study of metric spaces in 1905. 

         The usual distance function on the real number line is a metric, as is the usual distance 

function in Euclidean n-dimensional space. There are also more exotic examples of interest 

to mathematicians. Given any set of points, the discrete metric specifies that the distance 

from a point to itself equal 0 while the distance between any two distinct points equal 1. The 

so-called taxicab metric on the Euclidean plane declares the distance from a point (x, y) to a 

point (z, w) to be |x − z| + |y − w|. This “taxicab distance” gives the minimum length of a path 

from (x, y) to (z, w) constructed from horizontal and vertical line segments. In analysis there 

are several useful metrics on sets of bounded real-valued continuous or integrable 

functions. 

        Thus, a metric generalizes the notion of usual distance to more general settings. 

Moreover, a metric on a set X determines a collection of open sets, or topology, on X when a 

subset U of X is declared to be open if and only if for each point p of X there is a positive 

(possibly very small) distance r such that the set of all points of X of distance less than r 

from p is completely contained in U. In this way metric spaces provide important examples 

of topological spaces. 

         A metric space is said to be complete if every sequence of points in which the terms 

are eventually pairwise arbitrarily close to each other (a so-called Cauchy sequence) 

converges to a point in the metric space. The usual metric on the rational numbers is not 

complete since some Cauchy sequences of rational numbers do not converge to rational 

numbers. For example, the rational number sequence 3, 3.1, 3.14, 3.141, 3.1415, 3.14159, … 

converges to π, which is not a rational number. However, the usual metric on the real 

numbers is complete, and, moreover, every real number is the limit of a Cauchy sequence of 

rational numbers. In this sense, the real numbers form the completion of the rational 

numbers. The proof of this fact, given in 1914 by the German mathematician Felix 

Hausdorff, can be generalized to demonstrate that every metric space has such a completion.                                                                                               

ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=108691&library=EB&query=null&title=topology#9108691.toc
ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=476635&library=EB&query=null&title=triangle%20inequality#9476635.toc
ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=35221&library=EB&query=null&title=Maurice%20Fr%C3%A9chet#9035221.toc
ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=62869&library=EB&query=null&title=real%20number#9062869.toc
ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=26063&library=EB&query=null&title=continuous#9026063.toc
ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=42523&library=EB&query=null&title=integrable#9042523.toc
ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=62869&library=EB&query=null&title=real%20numbers#9062869.toc
ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=62869&library=EB&query=null&title=real%20numbers#9062869.toc
ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=48305&library=EB&query=null&title=limit#9048305.toc
ebcid:com.britannica.oec2.identifier.IndexEntryContentIdentifier?idxStructId=100330&library=EB
ebcid:com.britannica.oec2.identifier.ArticleIdentifier?articleId=384375&library=EB&query=null&title=Hausdorff#9384375.toc
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Exercise o2 (3 marks) : Complete the table as shown in the example. 

 

Verb Noun Adjective 

⇒        To integrate ⇒     integration ⇒  Integrable   

(integrated) 

To reduce …………….. …………….. 

…………….. boundary …………….. 

…………….. …………….. derivable 

---------------------------------------------------------------------------------------------------------------- 

Exercise o3 (2 marks) : Underline the silent letters in each of the following words. 

Daughter, opera, listen, could, answer, comb, night, might, wrong, white, two,  

yoghurt, cheque, fruit, suit, friend. 

---------------------------------------------------------------------------------------------------------------- 

Exercise o4 (3 marks) : Re-write the following words in ordinary English. 

╱@rWGBnl╱ 

 

╱pru:f╱ 

 

╱@Hn@kaLntBbl╱ 

 

╱,pKlN@nBLmNBl╱ 

 

╱@kBLsaNn╱ 

 

╱@vKlju:m╱ ╱@neglNdFBbl ╱ 

 

╱@demBnstrBbl╱ 

 

╱@prKpBtN╱ 

 

╱Nn@kri:sNE╱ 

 

╱mWIs ╱ 

 

╱ju:@klNdNBn╱ 

 

 

 

 

 

 

 

 

 

 

Good Luck                                                                                          Bellaouar. Djamel 
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University of Guelma                                              First  name: ………………………… 

Mathematics Dep artment         Master 1           Second name:……………………….           

English 1                           First exam          2 hours                      2012-2013                            

Exercise o1(6marks) : Complete the following table. 

French Engish Phonetic (by English) 
échantillon Sample ╱@sA:mpl ╱ 

  ╱@sWtNsfaNNE ╱ 

Sinus x,  dénominateur   

Simultanément   

Suffisant,  fermeture 
f
   

  ╱,ekspBL@nenGBl╱ 

Triangulaire   

Algèbre linéaire   

Inversible   
 

Column  

Célèbre   

  ╱N@kwNpBt ╱,   ╱@meFBrBbl╱ 

 An eigenvector  

Analyse  fonctionnelle 
 

  

                                         ╱bC:l ╱,              ╱@beNsNk╱ 

Propriété,  appliqué(e)   

Polynôme,  idée   

Orthonormée   

                                , continue A basis,   

  ╱@kHpl╱,       ╱di:@kri:sNE╱ 

Analyse numérique   

Multiplicité,  facilement   

Voisinage,  chapitre   

Minimisation   

   ╱dFenBrBlaN@zeNGBn╱ 

Valeur propre 
  

Hypothèse   

Ensemble,  densité   

   Homogeneous,  method 
 

  ╱dNstrN@bju:GBn╱ 

Exercise o2  (4marks) : Complete the following sentences by using the correspondent 

mathematical notions  
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1) The …………………………………. of M is : 

 

2) The ……………………………………: 

 

3) We call a bounded operator A : H → H a ……………….…. or ……………. operator if 

and only if for every x,y in H we have : 

 

 

4) The arithmetic mean of n numbers a₁, a₂,..., an   is 

 

5) ………………………………. : A property of a distance function 

 

6) Let (X,d) be a complete metric space and T: X→ X a contraction map. Then, T has a 

…………. point x₀ ∈ X; that means T(x₀) = x₀.         

7) For a subset A of a topological space X, the smallest closed set containing A denoted  

8)  If X is a topological subspace of a metric space, compact is equivalent to a ………….. 

and ……………...  

9) A topological space X is locally compact if every p ∈ X has a compact 

………………………... 

10) Let X and Y be Banach spaces and T: X→ Y a bounded linear operator. T is called 

compact  if  for  every  bounded  sequence  {x_{n}}⊂X, {Tx_{n}}                                   

has a .……………………………. in Y. 

 

11) A measure μ has the property of ………………………. if given A₁, A₂,... is a 

sequence of paiwise disjoint measurable sets. Then 
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Write the following notations in full form :  : (4marks) Exercise o3  

 

 

 

 

Exercise o4 (4 marks): Translate the following sentences in English language. 

a) Dans tout le chapitre, Si X est de dimension finie, toute forme linéaire sur X est continue. 

b) Une équation différentielle d'ordre n est linéaire ssi elle est de la forme : 

Avec quelques propriétés, on peut écrire 

c) Toute partie fermée d'un espace métrique complet est un espace métrique complet pour la 
métrique induite. 

d) Considérons la suite de fonctions, monter que les distributions |x|, sgn(x ) sont 

homogènes et determiner leurs degrés respectifs. En déduire la solution dans l'espace D′, de 
l'équation : 

x T =1. 

---------------------------------------------------------------------------------------------------------------- 

Exercise o5 (2 marks) : What did you study in the basic functional analysis?. Give an abstract 

and answer this question in a coherent paragraph. 

 

 

 

 

 

 

 

 

 

Good Luck                                                                                                           Bellaouar .Djamel 
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University of Guelma 

Mathematics Dep artment         Master 1                               May 15  2013 

English 2                             First exam                                   2 hours 

Exercise o1 (0,25 ×8 marks) : Re-write the following words in ordinary English. 

[B@prBLtG],  [enI], [kKn@vM:slN],   

[di:@kri:sNE],  [,dNfBrenGN@eNGBn],      

[dN@vNzBbl],  [Nn@tNBrNB*],  [@kM:nl],   

Exercise o2 (0,25 ×8 marks) : Give the phonetic of the following words. 

Logarithm,   Measurable,   Multiplicity,  Neighbourhood,  Infinitesimal, 

Quadrature,  literature,  future.  

Exercise o3 (2 marks) : Complete the following diagram. 

 

------------------------------------------------------------------------------------------------------------------                             

Exercise o4 (0,50 ×4 marks) :  Finish the following sentences. 

1. We will stay at home if …………………………………………………….. 

2. If I were a rich man. ……………… ………………………………………. 

3. I wouldn‟t say that to her if ………………………………………………… 

4. I would hit wy wife if ……………………………………………………… 
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Exercise o5 (0,50 ×5 marks) :  Fill in : shall , will or be going to. 

A: What do you want for lunch?  B: I think  I……………..….have  chiken and some salad. 

A: John has come back from England. B: I know I ……………………..…..see him tonight. 

A: I haven‟t got any money. B: I …………………………..lend you some if you want me to. 

A: Have you decided where to go on holiday? B: yes I ……………..….travel round Europe. 

A: The plants need watering. B:  I know I ……………………………...…..water them later.  

Exercise o6 (0,50 ×4 marks) : Put the verbs in brackets into the correct tense. 

1. Tony …………………….  (To buy) a new car last Monday. 

2. Her eys were red she …………………………  (To cry). 

3. What ……………………. (You/ plan) to do after the exams? ……………………. 

(You/ stay) at home?. 

Exercise o7 (2+2,5 marks) : Translate the following paragraph in English language. 

Analyse Fonctionnelle 

    L‟Analyse Fonctionnelle est née au début du 20-ème siècle pour fournir un cadre 

abstrait et général à un certain nombre de problèmes, dont beaucoup sont issus de la physique, 

et où la question posée est la recherche d‟une fonction vérifiant certaines propriétés, par 

exemple une équation aux dérivées partielles (EDP). 

          La théorie moderne de l‟intégration (Lebesgue, un peu après 1900) et la théorie des 

espaces de Hilbert se sont rejointes pour créer l‟un des objets les plus importants, l‟espace L₂ 

des fonctions de carré sommable, qui a permis en particulier de placer la théorie des séries de 

Fourier dans un cadre conceptuellement beaucoup plus clair et plus simple que celui qui était 

en vigueur à la fin du 19-ème siècle. 

Exercise o8 (1,5 + 1,5 marks) : Translate the following paragraph in French language. 

The Jacobi method 

Abstract: We give a general view about Jacobi’s method, we describe in this work the 

method was discovered by Jacobi in 1846 and can used iteratively compute all the eigenvalues 
and eigenvectors of real symmetric matrix. 

Open problem: Let N = 199. We see that N – 2n² is prime whenever 2n²  < N. It is not 

known whether N = 199 is the largest integer with this property. 

Remark: Try by yourself. Don’t be deceiver!                                      Bellaouar. Dj    Good luck 
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University of Guelma 

Mathematics Dep artment         Master 1                                  2013 

English 1                             Passing exam                              1,5 h 

Exercise 01 (4marks): Give the phonetic of the following words. 

Finitely, infinitely, number, unlimited, distinct, power, multiplicative, literature. 

Damascus, politicization, against, Throughout, adjoint, owe, bear, near. 

------------------------------------------------------------------------------------------------------------------ 

Exercise 02 (8marks): Translate the following paragraph in English language. 

 

Intégrale Impropres 
   Dans l‟étude de l‟intégrale :  

 
nous avons supposé l‟intervalle dintégration compact (c‟est-à-dire fermé et borné) et la 

fonction f  bornée. Cette définition de l‟intégrale est trop restreinte pour bien des applications. 

Dans ce chapitre, nous allons généraliser l‟intégrale de Riemann en considérant des intervalles 

non compacts et des fonctions ne nécessairement bornées. 

 

     Soit (a, b) où a < b un intervalle (ouvert, fermé ou semi-ouvert). Une fonction f : (a,b)→R 

sera dite localement intégrable sur (a,b) si elle est Reimann-intégrable sur tout sous-intervalle 

compact [α,β] ⊂ (a,b). On écrira dans ce cas : 

 
--------------------------------------------------------------------------------------------------- 
Exercise 03 (8marks): Translate the following paragraphs in French language. 

 

A Numerical solution of differential equations 
Abstract. Throughout this work, our aim is to investigate both analytical and numerical 

techniques for studying the solution of differential equations. 

 

Abstract. We prove the uniqueness of the solution of some operator differential equations with 

constant periodic coefficients with the help of Green's function, the operator coefficients are 

unbounded and their domain and range belongs the Hilbert space. 

 

Self adjoint compact operators 
Abstract. We call a bounded operator A: H→H a self-adjoint or symmetric operator if and 

only if for every x,y in H,  we have : 

<Ax,y> = <x,Ay>. We start with a few general properties of such operator. We present here the 

main properties of the self-adjoint operators. 

 

Remark: Try by yourself. Don’t be deceiver!               Bellaouar Dj                                      Good luck 
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Exercise 01 (10marks):  A) Turn from active to passive the following statements: 

1. In this chapter we will prove the contraction mapping theorem. 

2. We also present some applications. 

3. Hilbert had let many problems without proof. 

4. We may use the contraction mapping theorem to prove the existence and uniqueness 

of solutions. 

B) Put the verbs in brackets into the correct tense: 

1. If she ……………………..(not break) the window, she wouldn‟t have had to pay for 

a new one. 

2. If it …………………………(not be) cold, they wouldn‟t have lit the fire. 

3. If she studied more, she …………………………….(be) a better student. 

4. If I lived in America, I …………………………..(speak) English well. 

C) Give the phonetic of the following words. 

Assumption, Absolutely, Binomial, characterization, 
Comparison, Conjecture, Diagonalizable, Homogeneous 

Exercise 02 (10marks):  Translate the following paragraphs in French language.   

Complete closed subspaces in a seminormed space 
 

    Abstract.  The absolute value function on R and the modulus on C are denoted by |.| and 

each gives a notion of lenght or distance in the corresponding space and permits the 

discussion of convergence of sequences in that space or continuity of functions on that 

space. In this work, we shall extend these concepts to a general linear space E. 

 

        Abstract.  A seminorm on the linear space E is a function p: E→R for which p(αx) = 

|α| p(x) and p(x+y) ≤ p(x) + p(y) for all α ∈ K and x,y ∈ E. The pair (E,p) is called a 

seminormed space. We study some properties concerning seminormed spaces, for example, 

a closed subspace of a seminormed space is complete but the reciprocal is false. Finally, we 

prove that a complete subspace of a normed space is closed. 

 

     Key words and phrases. Functional analysis, seminormed spaces, normed spaces, 

subspaces, completeness. 
 

Remark: Try by yourself. Don’t be deceiver!              Bellaouar. Dj                              Good luck 
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Exercise o1 (5 marks): Translate the following sentences in English language. 

a) Autrement dit, il suffit de prouver que.  Il vient donc 

b) Considérons un opérateur différentiel linéaire à coefficients constants 

c) La condition est nécessaire, puisque pour toute fonction ϕ ∈ D, on a 

d) Théorème : Toute suite convergente dans un espace métrique est une suite de Cauchy.  

e) Une application vérifiant les propriétés suivantes : 

f) Un voisinage d’un point a est une partie de E contenant une boule ouverte centrée en a. 

g) Théorème de Riesz. Si la boule unité d’un evn (E, ‖.‖) est compact, alors, E est de  

dimension finie. 

h) Exercice : Une application multilinéaire continue entre un produit d’espaces vectoriels 

normés et un espace vectoriel normé est lipschitzienne sur chaque sous-ensemble borné. 

i) Nous obtenons donc la formule générale, d’après l’hypothèse, on trouve 

j) Donc le sup existe. Inversement, soit E un espace de Hilbert muni d’une base 

hilbertienne. 

 sentences and choose the correct item. followingRead the (3 marks):  Exercise o2 

 

 How would you feel if you …………….your car? 

o crash 

o will crash 

o crashed 

 If I were you, I …………………..to bed early. 

o will go 

o would go 

o won’t go 

 Was ……………..man who robbed the bank arrested? 

o a 

o an 

o the 

 I‟m hungry but there‟s ………………..in the fridge for me to eat. 

o anything 

o nothing 

o something 

 Their house is …………………than ours. 

o big 

o bigger 

o biggest 
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 Don‟t worry. I‟m sure he ……………..to you soon.  

o writes 

o will write 

o would write 

------------------------------------------------------------------------------------------------------------------------------------ 

Exercise o3   (3 marks): Re-write the following words in ordinary English. 

╱@KbvNBs╱ 

 

╱@nM:vBs╱ 

 

╱dNs@kHs╱ 

 

╱,pKlN@nBLmNBl╱ 

 

╱@pri:vNBs╱ ╱@sNBrNBs╱  ╱Nn@kri:sNE╱ 

 

╱@neNbBhLd]╱ 

 

╱@peNGBnt ╱ 

 

╱ @speNGBs ╱ 

 

╱@Hn@kaLntBbl╱ ╱ju:@klNdNBn╱ 

 

------------------------------------------------------------------------------------------------------------------------------------ 

Exercise o4 (2.5 marks) : Give the phonetic of the following words and phrases. 

 Height, weight, suggest a substitution, some questions 

 Operator, temperature, future and literature. 

------------------------------------------------------------------------------------------------------------------------------------ 

Exercise o5 (1,5 mark) : Write the following in full form. 

 

(i) ………………………………………………………………………………………………….……………………………………….. 

 

(ii)  Prove that the ……………………………………………………………………………….……………………………………….. 

 

(iii) Show that the ………………………………………………………………………….……………………………………….. 
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Exercise o6 (3 marks): Complete the following sentences by using the correspondent 

mathematical notions.  

1. f  is said to be a  …………………..…  on [a, b] if there exists a constant L such that 0 < L <1 and 

 

2. We may denote a  …………………..…………  by the notation 

 

3. The special notation ∅ is reserved for the  ……………..………… set, the set with no elements.  

           The  …………………..………… set is a subset of any set. 

 

4. ………………… and  …………………..………… are the most basic concepts of mathematics. Given any 

………….………… x and any  ………………… X , either x belongs to X (denoted x ∈ X ), or x does not 

belong to X (denoted x ∉ X ).  

 

5. Let (X, d) be a metric space. An ……………………………………….. of radius ε > 0 centered at a is 

 

 
 

6. If X is …………………..………… and  f : X → Y is continuous , then,  f (X ) is compact. 

7. A subset of         is compact ⇔ the subset is  ………….…………… and  ……………...……….……. 

----------------------------------------------------------------------------------------------------------------------------------- 

Exercise o7 (2 marks) : Choose only one of the following topis. 

I : Translate the following paragraph in Arabic or French language. 

Topological Basis 

     The key topological concepts and theories for metric spaces can be introduced from balls. 

In fact, if we carefully examine the definitions and theorems about open subsets, closed 

subsets, continuity, etc., then we see that we have used exactly two key properties about the 

balls. Whether or not we have a metric, as long as we have a system of balls satisfying these 

two properties, we should be able to develop similar topological theory. This observation leads 

to the concept of topological basis. 

II : What did you study in the basic numerical analysis?. Give an abstract and answer this 

question in a coherent paragraph. 

Good Luck                                                                                                           Bellaouar Djamel 
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Exercise o1 (0.25×24 marks): Translate the following sentences in English language. 

1. Déterminer si les ensembles suivants sont bornés. 

2. Cas le plus général d‟espace topologique. 

3. Fonctions complexes et continuité. 

4. Continuité et limite dans les espaces métriques ou normés. 

5. Le théorème principal sur les résidus. 

6. Polynômes et fonctions rationnelles. 

7.  Soit N un entier positive suffisament grand. 

8.  Topologie et approximation de fonctions caractéristiques.  

9.  Dans la prochaine section on présentera une des applications les plus importantes du 

Théorème 1. 

10.  Comment déterminer un rayon de convergence ? 

11.  Définition .  Le complémentaire d‟un sous ensemble ouvert de X sera appelé sous 

en-semble fermé. 

12.  Proposition 

               –  X et ∅ sont fermés. 

               –  Une réunion finie de fermés est fermée. 

               –  Une intersection quelconque de fermés est fermée. 

13.  D‟autre part, il existe un élément x ∈ E tel que. 

14.  Opérations élémentaires sur les distributions.   

15.  Table des matières. 

16.  Polynômes orthogonaux, Orthogonalité.   

17.  Tout polynôme positif est somme de deux carrés. 

18. Considérons ensuite la fonction f  définie par : 

19.  Plus généralement, on a le résultat suivant. 

20.  Si Ω est un ouvert borné à frontière lipschitzienne, alors 

21.  Groupe orthogonal réel et groupe spécial orthogonal réel . 

22.  Quelques résultats supplémentaires d‟arithmétique et théorie des nombres. 

23.   En appliquant systématiquement cette formule, nous obtenons 

 

24.   Remarque. D‟une façon plus générale, on peut prouver que les applications 

f, g sont linéaires continues pour la convergence dans D. 

-------------------------------------------------------------------------------------------------------- 

Exercise o2 (0.25×8 marks): Underline the correct item 

1. John and Selma are listening to music every day ╱ at the moment. 

2. He bought  ╱ has bought a new computer last week. 

3. I’ve lived here since ╱ for 1990. 

4. She usually is visiting  ╱ visits her grandparents on sundasy. 



Department of  Mathematics                                                                                         UNIVERSITY OF 08 MAI 1945 GUELMA 

                                                                                                                                                  
169 

5. This exercise is very easily ╱ easy 

6. Bob is the best student of ╱in our class. 

7. The chair’s leg ╱leg of the chair is broken 

8. That’s the house where ╱which I grew up 

-------------------------------------------------------------------------------------------------------- 

Exercise o3 (0.125×7 mark): Fill in : who, whose, what, where, when, why, which 

………………  are you looking for? My keys 

……………… do you live? In Guelma 

……………… is your car? The blue one 

………………was she angry? Because someone had stolen her bag 

……………… is Mister John? The new English teacher 

………………will you come back? Next Friday 

……………… is this soutcase? I don’t know. 

-------------------------------------------------------------------------------------------------------- 

Exercise o4 (0.25×8 marks): Add question tags to the following statements 

o He likes apples, doesn’t he? 

o She doesn’t like apples, does she? 

o He never understands, does he? 

o She is sleeping, isn’t she? 

o He came too late, didn’t he? 

o He didn’t come too late, did he? 

o Let him come with us, won’t you? 

o Ther is no one here, is there? 

-------------------------------------------------------------------------------------------------------- 

Exercise o5 (0.125×15 marks): Re-write the following words in ordinary English. 

  [@sentBns], [kBn@tNnjLBs], [,sNmBl@teNnNBs], [@speNGBs] 

         [@deNndFrBs], [glHv], [dN@sNFBn] 

 frWEk, faLnd, fC:*, frKg, @lA:fNE, Kn, JB, flC:* 

-------------------------------------------------------------------------------------------------------- 

Exercise o6 (0.25×22 marks): Complete the following sentences by using the 

correspondent mathematical notions 

1. N  The set of ……………………………. 

2. Q  The set of ……………………………. 

3. R  The set of ……………………………. 

4. Consider a square matrix A. A nonzero vector x is an ………………. of the matrix 

with ………………… l if Ax = l x. 
5. A ………………….. has the general form 
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6. Every ……………… of a convergent sequence converges to the same limit. 

 

7. The ……….. with ……… (1,1) and ………… 3 has the equation 

 

 
8. Theorem :  A nonempty set of reals which is bounded above has the  

………………………………………….. 

9. Show that the …………….. series 

 
          is …………………. 

10.  Let R be an equivalence relation on a set A. That means 

R  (1) is …………….., (2) is …………….., (3) is …………........ 

11.  The interior of  A is the union of all open sets ……………….. in  A 
 

12.  The closure of Ais the intersection of all closed sets …………. ……A 

 

 

13.  A vector v is a ……………… of the vectors x, y and z if it can be written as 
 

 
            where α, β, γ are constants. 

14. ………………. ……..Set 

15.  A set of a …………….. space H satisfying : 

 
16.  A subset E of a vector space V is called a ……….………. of  V if each vector x ∈ V 

can be uniquely written in the form 

 
-------------------------------------------------------------------------------------------------------- 

Exercise o7 (1.57 marks) : What did you study in the basic Algebra (1, 2, 3 and 4)? Give 

an abstract and answer this question in a coherent paragraph. 

 

 

Bellaouar Djamel                                                                                                                                                          Good Luck 
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Exercise o1 (0.25×16 marks):  

A) Complete the following sentences. 

1. Last night I      ……………   (to lose) my keys.   I had to call my brother to let me in. 

2. I         ………………..           (to lose) my keys.  Can you help me look for them? 

3. I         …………………..       (to visit) Paris three times. 

4. I         …………… …….       (drink) three cups of coffee this morning. 

B) Complete the following conjugation  by using the verb (to see). 

He sees He is seeing He He has been seeing 

He He He He 
He He He He 
He He He He 
 

--------------------------------------------------------------------------------------------------------------------------------

Exercise o2 (0.50×8 marks):  Change the direct speech into reported speech. Choose the 

past simple of „ask‟, „say‟or „tell‟: 

1. “Come quickly!” 

She …………………………………………………………………………………………….…………… 

2. “Did you arrive before seven?” 

She …………………………………………………………………………………………….…………… 

3. “I usually drink coffee in the mornings” 

She…………………………………………………………………………………………….…………… 

4. “I‟ll come and help you on Saturday” 

She…………………………………………………………………………………………….…………… 

5. “I would have visited the hospital, if I had known you were sick” 

She …………………………………………………………………………………………….…………… 
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6. “I‟ll come and help you at twelve” 

She …………………………………………………………………………………………….…………… 

7. “What are you doing tomorrow?” 

She …………………………………………………………………………………………….…………… 

8. “I‟ve never been to Wales” 

She…………………………………………………………………………………………….…………… 

Exercise o3 (0.25×12 marks): Re-write the following words in ordinary English. 

 [pB@zNGBn] 

 

 [@kHrNdF] [Nn@GLBrBns] 

[pB@zeGBn] 

 

 [kBm@pWGBn] [Wm@bNGBs] 

 [B@GLBrBns] 

 

 [@fC:tGBnNtlN]  [@preGBs] 

[@prWktNs] 

 

[@prWktNs] [@kKnGBs] 

Exercise o4 (0.25×12 marks): Complete the following sentences by using the 

correspondent mathematical notions.  

 f  is said to be a  …………………….. on [a, b] if there exists a constant L such that      

0 < L <1 and 

 

 We may denote a  ………………by the notation 

 

 The special notation ∅ is reserved for the ……………… set, the set with no 

elements.  The ……………… set is a subset of any set. 

 

 ………… and  ……………… are the most basic concepts of mathematics. Given any 

………… x and any  ……………… X , either x belongs to X (denoted x ∈ X ), or x does 

not belong to X (denoted x ∉ X ).  

 

 Let (X, d) be a metric space. An ………………….. of radius ε > 0 centered at a is 
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  If X is ……………… and  f : X → Y is continuous , then,  f (X ) is compact. 

 A subset of          is compact ⇔ the subset is  …………… and  …………… 

-------------------------------------------------------------------------------------------------------------------------------- 

Exercise o5 (0.5×12 marks): Translate the following sentences in English language. 

1. Déterminer si les ensembles suivants sont bornés. 

2. Continuité et limite dans les espaces métriques ou normés. 

3.  Le théorème principal sur les résidus. 

4.  Polynômes et fonctions rationnelles. 

5.  Soit N un entier positive suffisament grand. 

6.  Topologie et approximation de fonctions caractéristiques.  

7.  Dans la prochaine section on présentera une des applications les plus importantes du 

Théorème 1. 

8.  Comment déterminer un rayon de convergence ? 

9.  Définition .  Le complémentaire d‟un sous ensemble ouvert de X sera appelé sous 

en-semble fermé. 

10.  Proposition. 

– X et ∅ sont fermés. 

– Une réunion finie de fermés est fermée. 

– Une intersection quelconque de fermés est fermée.   

11. Si Ω est un ouvert borné à frontière lipschitzienne, alors 

12.  Quelques résultats supplémentaires d‟arithmétique et théorie des nombres. 
-------------------------------------------------------------------------------------------------------------------------------- 

Write the following mathematical notations in full form.  : (1,5 marks) Exercise o6  

 

 

 

 

Good Luck 
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Exercise o1 (0.5×8 marks):  Complete the following table 

word opposite word opposite 

Countable  Empty  

Decreasing  Bounded  

Logarithm  Commutative  

Prime Number  Homogeneous  

Exercise o2 (12 marks):  Read carefully the following text. 

   Number theory (or arithmetic) is a branch of pure mathematics devoted primarily to the study of 

the integers, sometimes called "The Queen of Mathematics" because of its foundational place in the 

discipline.  Number theorists study prime numbers as well as the properties of objects made out of integers 

(e.g., rational numbers) or defined as generalizations of the integers (e.g., algebraic integers). Many 

questions regarding prime numbers remain open, such as Goldbach's conjecture (that every even integer 

greater than 2 can be expressed as the sum of two primes), and the twin prime conjecture (that there are 

infinitely many pairs of primes whose difference is 2). Such questions spurred the development of various 

branches of number theory, focusing on analytic or algebraic aspects of numbers. Primes are used in 

several routines in information technology, such as public-key cryptography, which makes use of 

properties such as the difficulty of factoring large numbers into their prime factors. Prime numbers give 

rise to various generalizations in other mathematical domains, mainly algebra, such as prime 

elements and prime ideals. 

Questions: 

1. Give a suitable title of the text. Complete the following sentence:  

Mathematics is the …………………of sciences and Number Theory is the ……………..of Mathematics. 

2. Find a word or expression in the text which, in context, is similar in meaning to : 

Theoretician,  different,  to stay, piece of news, essentially. 

3. Give the phonetic of the text.  

Exercise o3 (1×4 marks):  Change the direct speech into reported speech.  

 

1. “I won't vote at the next election.”  She said ……….. 

2. “Richard won't drink coffee.”  She said ……………. 

3. “We ate Chinese food, then we walked home.”  She told me ………. 

4. “She didn't buy the dress.” He told me ………… 

Good Luck                                                                                                                                                          Bellaouar Djamel 

 

http://en.wikipedia.org/wiki/Pure_mathematics
http://en.wikipedia.org/wiki/Integers
http://en.wikipedia.org/wiki/Prime_number
http://en.wikipedia.org/wiki/Rational_numbers
http://en.wikipedia.org/wiki/Algebraic_integers
http://en.wikipedia.org/wiki/Goldbach%27s_conjecture
http://en.wikipedia.org/wiki/Twin_prime
http://en.wikipedia.org/wiki/Analytic_number_theory
http://en.wikipedia.org/wiki/Algebraic_number_theory
http://en.wikipedia.org/wiki/Information_technology
http://en.wikipedia.org/wiki/Public-key_cryptography
http://en.wikipedia.org/wiki/Integer_factorization
http://en.wikipedia.org/wiki/Prime_factor
http://en.wikipedia.org/wiki/Algebra
http://en.wikipedia.org/wiki/Prime_element
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http://en.wikipedia.org/wiki/Prime_ideal
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Exercise 1 (2 marks). Write the phonetic of : 

• Which child put chalk on the teacher's chair ? 

• Frank found four frogs laughing on the floor. 

Exercise o2 (2 marks) 

Add ed to the verbs and put them in the correct column: „‟cry, stay, stop, hate, taste, prefer, 

fry, dance, certify, apply, equip, travel, dry, annoy, enjoy, occupy, realize, oppose, serve, 

stop, play, refuse, destroy, cut, come, end. 

+  d +   ied +   ed Double consonant + 
ed 

    

    

    

    

    

    

    

    

    

Exercise 3 (2 marks). What is the time ? 

9:00 : It is nine o'clock.    

9:05, 8:55, 9:10, 8:50, 8:45, 9:20, 8:40, 9:25, 8:35, 9:30, 13:58. 

Write the following  formulas in full form :(9 marks). Exercise 4  
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Exercise o5 (5 marks): Translate the following sentences in English language. 

1. Notre premier objectif est de munir R d‟une structure de corps commutatif. Rappelons que Q désigne le 

corps des nombres rationnels. 

2. Où c est une contante arbitraire. De (1) et (2) on déduit que 

3. La solution (3) s‟appelle solution de D‟Alembert. 

4. Équation différentielle linéaire homogène d‟ordre supérieur. 

 

Bellaouar Djamel                                                                                                                                                          Good Luck 



Part 10. Phrases and sentences used in mathematical papers

By Dr. Bellaouar Djamel, University of 08 Mai 1945 Guema.
email: bellaouar.djamel@univ-guelma.dz

1. Since wd is periodic mod [n1; n2; :::; nk], it su¢ ces to show wd (m) = 0 for any m 2 N.
Therefore, ...

2. Let us now characterize the covering equivalence of two systems of arithmetic sequences.

3. By comparing the coe¢ cients of powers of z, we �nd that wd = wa if and only if ...

4. Letting x! +1 we obtain from (12) and (13) that

5. Hence, by Lemma 1, we get
nY
i=1

f (xi; y) = 0;

which contradicts (3).

6. By the assumption of the lemma, we have

7. Multiplying the both sides of the equality obtained above by A�1, we get

8. As a consequence, one of the following statements

(a) �1;1;i (n) = 2

(b) �1;1;i (n) = 3

holds

9. Theorem 16.1 and Theorem 16.2 show that a set A with gcd(A) = 1 has positive
density � if and only if log pA(n) ' c

p
n. Erdös proved these results in his paper [12],

where Theorem 16.3 is also stated and applied.

10. This completes the proof. � This completes the proof of Theorem 1:2. �

11. Suppose that ui = 0 for some i. Then

12. There exists a unique nonnegative integer m such that

13. Let

f (x) =

nX
i=1

aix
i

be a polynomial of degree n with complex coe¢ cients. Then

14. Choose P � 1 such that

15. Proof. The proof is by induction on the degree n of the polynomials.

177



16. Let k � 2, and assume that the theorem holds for s0 = s(k � 1) polynomials of degree
k � 1. De�ne

17. Since [x] � x < [x] + 1 for every real number x, we have

18. Applying Lemma 12:1 to S = B1 +B2, we obtain

19. For j = 1; :::; s, let

20. By Lemma 2:2, By Lemma 1:4, we have

21. We can express the di¤erence set D0
q as follows

22. We shall use the induction hypothesis for polynomials of degree k � 1 to obtain an
upper bound for the weight of v.

23. Since s < 2t� 1, we obtain the following upper bound for the weight of v

24. This section introduces analysis on �nite abelian groups and their characters. We begin
by using elementary number theory to determine the structure of �nite abelian groups.

25. For all functions f 2 L2
� Z
2Z

�
,

26. The vector space L2 (G) has a basis f�kg1�k�n, where the delta function �k is de�ned
by

27. We shall compute the matrix of the linear operator F with respect to this basis. We
have

28. Therefore, the matrix of F with respect to the basis f�kg1�k�n is

29. We can compute the exponent of ! as follows

30. Since

	(x) �
Z
�

f (t) dt;

it follows that

31. Thus, for every " > 0, the function 	"(a; b; c) is bounded above, and this is equivalent
to the abc conjecture. This completes the proof.

32. For every positive integer n, de�ne

33. For every positive integer n and prime p,

34. Proof. We know that m divides ak if and only if vp(m) � vp(ak) = kvp(a) for every
prime p. If there exists an integer k such that m divides ak, then vp(a) > 0 whenever
vp(m) > 0, and so every prime that divides m also divides a.
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35. Theorem (Euclid�s Theorem). There are in�nitely many primes.

Preuve. Let p1; p2; :::; pn be any �nite set of prime numbers. Consider the integer

N = p1p2:::pn + 1.

Since N > 1, it follows from the fundamental theorem of arithmetic that N is divisible
by some prime p. If p = pi for some i = 1; :::; n, then p divides N � p1p2:::pn = 1,
which is absurd. Therefore, p 6= pi for all i = 1; :::; n. This means that, for any �nite
set of primes, there always exists a prime that does not belong to the set, and so the
number of primes is in�nite.

1 How to use ; ?

1. De�nition. Let X be a standard set, and let (Ax)x2X be an internal family of sets.

� A union of the form G =
S

stx2X
Ax is called a pregalaxy; if it is external G is called a

galaxy.

� An intersection of the form H =
T

stx2X
Ax is called a prehalo; if it is external H is called

a halo.

2. If a or b is in N, then Fa;b(z) becomes a polynomial; otherwise Fa;b(z) has radius of
convergence 1.

2 Hence

1. Every prime that divides a is less than log4 x, and, by condition (i), every prime power
that divides n, and hence a, is also less than log4x. Since !(a) � !(n) < 5y by condition
(ii), it follows that

1 � a < (log x)20y :
Therefore,

d = d0q0 = dqq0;

and so qq0 = 1, hence q = q0 = �1 and d = �d. Since d and d0 are positive, we have d = d0,
and d is the unique positive integer that generates the subgroup H.
2. It follows that every common divisor of Amust divide d, hence d is a greatest common

divisor of A.
3. Obviously the last formula holds for h = 0 as well. Hence the latter assertion of the

lemma follows from (3:4).
4. Hence the estimate (1:5) holds whenever jf (x)� �j � "; � 2 A and x 2 B:
5. Hence it follows from (4:32) that
6. Hence our situation belongs to the linear sieve problems.
7. Hence it follows from (6:27), (6:26) and (6:1) that
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8. Hence, by using mainly Lemmata 2.1, 2.2, 3.3, 3.7, 4.6 and 6.1, we can establish the
upper bound
9. Hence, we get Hence, Hence, we have Hence we have
10. Hence, by Lemma 2,
11. Hence, by Lemma 4, we get Hence Theorem 1 gives
12. Hence, exchanging j and k, we have
13. Hence, applying the results of Deligne and Weinstein, we can estimate the error

term in the asymptotic formula fo
+1P
n=0

cn:

14. Hence we may take in Theorem 1,

" =
1

10
and H = 2:

15. Hence, using Stirling�s formula and Lemma 2 of [2] we can show that
16. Hence the proof of Theorem 2 is complete.

3 Involving

1. For the covering equivalence between systems in S(R), Erdös [5] provided some char-
acterizations involving Euler polynomials and recursions for Euler numbers.

2. You can use the word �involving�in your article as a title, For example, : ��Identities
involving covering systems�� or ��On congruences involving Bernoulli numbers and
the quotients of Fermat and Wilson�� or ��Identities involving the coe¢ cientsof a
class of Dirichlet series��.

3. The second example gives a generalization of a series involving the Hurwitz-zeta-
function, which may have applications in zeta-regularization theory.

4. Our treatment of integrals involving G2(a) or its kind is motivated by the proof of
Lemma 2 of Bridern [2].

4 Otherwise

1. Otherwise, this case is reduced to the case s � n� 2.
2. Therefore,

d (q�)

q�

�
�
0, if � is rarional,
1, otherwise.

3. If a or b is in N, then F (z) becomes a polynomial, otherwise F (z) has radius of
convergence 1.
4. If a or b is in N, then F (z) becomes a polynomial; otherwise F (z) has radius of

convergence 1.
4. If some d divides n, then n is composite; otherwise, n is prime.
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5. De�nition. Let k = 2 and (a;m) = 1. If the congruence x2 � a (modm) is solvable,
then a is called a quadratic residue modulo m. Otherwise, a is called a quadratic nonresidue
modulo m.
6. De�ne the von Mangoldt function

� (n) =

�
log p if n = pk is a prime power,
0 otherwise.

1. We must have Lf = 0, for otherwise we can replace f by f � Lf .

2. We claim that f(z) > 1. Otherwise, the disc D would intersect B.

3. We now prove..... Indeed, suppose otherwise. Then.....

4. Unless otherwise stated, we assume that.....

5. Moreover, for L tame or otherwise, it may happen that E is a free module.

6. Simplicity (or otherwise) of the underlying graphs will be discussed in the next section.

5 it follows that

1. Since

� (2) =
+1X
n=1

1

n2
=
�2

6
;

it follows that
1

� (2)
=

+1X
n=1

� (n)

n2
=
6

�2
:

2. Since
fmax(ki; li);min(ki; li)g = fki; lig, for i = 1; 2; :::; n

and since f is multiplicative, it follows that

:::

3. Since �(d) = 0 if d is not square-free, it follows that
4. Proof. Since lim

k!+1
f
�
pk
�
, it follows that there exist only �nitely many prime powers

pk such that jf(pk)j � 1, and so we can de�ne

A =
Y

jf(pk)j�1

jf(pk)j:

Then A � 1.
5. Since d(pa) = a+ 1, it follows that
6. Theorem (Euler). An even integer n is perfect if and only if there exist prime

numbers p and q such that q = 2p � 1 and n = 2p�1q.
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Proof. If n is of this form, then q is odd and 2n = 2pq. It follows that

� (n) = �
�
2p�1

�
� (q)

= (2p � 1) (q + 1)
= 2pq + (2p � q � 1)
= 2n;

and so n is perfect.

6 of the form

1. It follows that every solution of the equation ab+ cd = n is of the form b = b0+ 
h and
d = d0 � �h for some integer h.
2. If the integers b0 and d0 solve the equation ab+ cd = n, then every solution is of the

form
b = b0 + 
h

and
d = d0 � �h

3. There are many beautiful open problems about prime numbers. Here are some exam-
ples. Do there exist in�nitely many primes p of the form n2 + 1: For example, 5 = 22 + 1,
17 = 42 + 1, and 101 = 102 + 1. The best result is due to Erdös [3], who proved that there
exist in�nitely many integers n such that n2+1 is either prime or the product of two primes.
4. Every such integer is of the form n = 2:3:5:::pk:
5. A Dirichlet series is a function of the form

F (s) =
1X
n=1

an
ns
,

where fang1n=1 is a sequence of complex numbers.
6. Let A and B be nonempty sets of integers. The sumset A+B is the set consisting of

all integers of the form a + b, where a 2 A and b 2 B. The di¤erence set A� B consists of
all integers of the form a� b, where a 2 A and b 2 B.

7. Prove that every multiple of 6 can be written as the sum of a bounded number of
integers of the form x (x� 1) (x� 2) with x 2 N0.
8. Rademacher [1] obtained a convergent series for p(n) of the form

p (n) = :::

9. Consider the set S of nonnegative integers of the form

a� dx;

where x 2 Z.
10. For example, if H is the subgroup consisting of all integers of the form 35x + 91y,

then 7 = 35(�5) + 91(2) 2 H and H = 7Z.
11. Let H be the subset of Z consisting of all integers of the form
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7 in the form

1. Conversely, if n is an even perfect number, then � (n) = 2n. Writing n in the form

2. Let a and b be integers with b � 1. There is a simple and e¢ cient method to compute
the greatest common divisor of a and b and to express (a; b) explicitly in the form ax+ by.
3. If the positive integer n is composite, then n can be written in the form n = dd0, where

1 < d � d0 < n.
4. Show that every integer n � 33 can be written in the form n0+6k for some nonnegative

integer k and n0 2 f33; 34; :::; 38g :
5. Prove that the number of positive integers n � x that can be written in the form
6. Let N(a1; a2) denote the number of nonnegative integers that cannot be represented

in the form
a1x+ a2y

with x; y nonnegative integers.
7. If f(t) has degree n with leading coe¢ cient an, then f(t) factors uniquely in the form

f (t) = :::

8. Prove that we can factor m uniquely in the form m = m0m1, where (m0;m1) = 1:
9. Since Mason�s theorem is symmetric in a, b and c, we could also write the equation in

the form a+ b+ c = 0.
10. Every real number x can be written uniquely in the form x = [x] + fxg :
11. Prove that every positive integer n can be written uniquely in the form n = k2`,

where k and ` are positive integers and ` is square-free.

8 denote, denotes and denoted by

1. Let log2 x denote the logarithm of x to the base 2.

2. We denote by
Z
mZ

the set of all congruence classes modulo m.

3. We denote the inverse of a by a�1:
4. Let Nm(x) denote the number of positive integers not exceeding x that are relatively

prime to m.
5. The order of a modulo m, denoted by or dm(a), is the smallest positive integer d

such that ...
6. The degree of the polynomial f(x), denoted by deg(f), is the greatest integer n such

that an 6= 0, and an is called the leading coe¢ cient.
7. This integer k is called the index of a with respect to the primitive root g, and is

denoted by
k = indg (a) :

8. , where b denotes the cyclic subgroup of Z.
9. , where N0(abc) denotes the number of distinct zeros of the polynomial abc, and

rad(abc) is the radical of abc.
10. , where N(x) denotes the set of all positive integers n divisible only by primes p � x.
11. Recall that [x] denotes the integer part of the real number x.
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12. If A1; A2; :::; An are n sets of integers, then

A1 + A2 + :::+ An

denotes the sumset consisting of all integers of the form a1 + a2 + ::: + an, where ai 2 Ai
for i = 1; 2; :::; n.
13. If A is a nonempty set of integers, then gcd(A) denotes the greatest common divisor

of the elements of A.
14. Let G = f2Z; 1 + 2Zg, where 2Z denotes the set of even integers and 1 + 2Z the set

of odd integers.
15. De�ne the map f : R ! R=Z by f(t) = ftg, where ftg denotes the fractional part

of t.
16. In (2:1), fn denotes the n-th Fibonacci number.
17. As usual, � = [a0; a1; a2; :::] denotes the simple continued fraction of �:
18. In what follows, �(A) denotes the set of eigenvalues of a square matrix A.
19. , which denotes the set of all �nite words over K in the usual sense.
20. The right-hand side given above denotes a 3-dimensional word of size 4.
21. In this section, s � 1 denotes a �xed integer.
22. , where B(r; a) denotes the open ball fx 2 Rs : ka� xk < rg :
23. , where � denotes the complex conjugation in C.

9 Using

1. Using (1), (5), (7) and Qk > 1, we get
2. Using these powerful necessary conditions, we get
3. By using (3.5), (3.6) and (3.7), we have
4. It follows that

A =
Y

jf(pk)j�1

jf(pk)j,

by using (2:3).
5. Thus, using (4.8) again, we obtain
6. Hence, by using mainly Lemmata 2.1, 2.2, 3.3, 3.7, 4.6 and 6.1, we can establish the

upper bound
7. Now, using the Riemann-von Mangoldt formula, we see that for any a > 0 and for

all T > T0,

8. Using integration by parts, we have
9. Now, using the well-known formula
10. Using the same method employed in Section 3, we can calculate the leading coe¢ cient

of the polynomial Pn(z), namely,

10 Throughout

1. Throughout this section we denote Euler�s constant by 
.
2. Throughout this paper, " is an arbitrarily small positive constant.
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3. Throughout this paper, the empty sum is to be considered as zero.
4. Throughout this paper except in the appendix, we denote by q a rational or an imag-

inary quadratic integer with jqj > 1, and K an imaginary quadratic number �eld including
q. Note that K must be of the form K = Q(q) if q is an imaginary quadratic integer.
5. Throughout this section, we assume that d is odd.
6. We use the following notation throughout. We write e(�) = exp(2�i�), and denote

the divisor function and Euler�s totient function by �(q) and '(q), respectively.

11 Thus

1. Thus, using (4:8) again, we obtain
2. Thus it follows from (4:3) that
3. Thus we see that
4. Thus by Lemma 2:2 we have
5. Thus it may be realized that to study the sum
6. Thus, an integer a is a quadratic residue modulo p if and only if (a; p) = 1 and a has

a square root modulo p.
7. Thus, the derivation DF on F is uniquely determined by the derivation D on R.
8. Thus, there are only �nitely many pairs of exponents (m;n) for which the Catalan

equation is solvable.

12 for which

1. We shall �rst determine the set of primes p for which �1 is a quadratic residue.
2. Let E(K) be the set consisting of all elements � 2 K for which the functional

equation (2:1) has a polynomial solution.
3. Hence, by (2:2), our main task is to determine the pairs (q; n) for which the functional

equation (2:1) with s = 2, P (z) = (z � q)2, and u = qn has a polynomial solution of degree
n 2 N .
4. Artin [5; p:84] states that there exist in�nitely many primes for which a is a primitive

root. Moreover, Artin has a conjectured density for the set of primes for which a is a
primitive root.

5. Thus, there are only �nitely many pairs of exponents (m;n) for which the Catalan
equation is solvable.

13 used

1. In the following sections we shall see how the Euler and Fermat theorems can be used
to determine whether an integer is prime or composite, and how they are applied in
cryptography.

2. This algebraic identity will be used in the next section to prove Mason�s theorem.
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3. We shall �nd asymptotic formulae for P and R by the same method used in the proof
of Theorem 2:3.

4. The following result will be used in Section 3 to prove that the set of abundant numbers
has an asymptotic density.

5. Finally, we state the following simple lemma, which will be used in the proof of
Liouville�s formula.

6. Hardy and Ramanujan [5] and Uspensky [6] independently discovered this result; their
proofs used complex variables and modular functions.

7. In the last inequality we used the fact that
p
n � c

2
. Therefore,

8. In 1918 Hardy and Ramanujan [5] published the asymptotic formula for the partition
function. Uspensky [6] obtained the same result independently in 1920. Both papers
used complex variables and modular functions to deduce the asymptotic estimate
p (n) �

�
4n
p
3
��1

ec0
p
n:

9. In this section we derive the two results about power series with nonnegative coe¢ cients
that were used to deduce Theorem 2.

14 so that

1. In this section we obtain an explicit formula for R6(n). The idea is to apply identity
(4.3) to the monomials x3y and xy3, and to manipulate the results so that we can
�nd a function �(n) that satis�es the recursion formulaX

jxj�
p
n

�
n� 7x2

�
�(n� x2) = 0:

2. Let pn denote the n-th prime number, so that p1 = 2; p2 = 3; :::

15 for all

for all positive integers k and real numbers t.
for all positive integers k and for all real numbers t. (false).

It follows that there exist numbers M and u1 such that
It follows that there exist a numbers M and u1 such that (false).
It follows that there exist a functions f and g such that (false).
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16 let, and let

Let p be prime, and let f(x) be a polynomial of degree n with integer coe¢ cients and
leading coe¢ cient not divisible by p.
Let p be an odd prime, and let a be an integer not divisible by p.
Let G be an abelian group, written additively, and let A1; :::; Ak be subsets of G.

17 by

1. By continuity (By the continuity) of f ,.....

2. By assumption,.....

3. By the above,.....

4. By the induction hypothesis,.....

5. By what we have already proved, jf j must then be of the form.....

6. Such a G0 exists by (2) when n � k.

7. By considering translations, rotations, and re�ections separately, it is not hard to see
that.....

8. Consider the class of �nite graphs, by which we mean simple graphs, i.e., without
loops or multiple edges.

9. To see this connection, we need to explain brie�y the method by which universal
minimal �ows are calculated in [2].

10. If H is an induced subgraph of G, then �G induces �H by restriction.

11. The addition of a single hyperedge to G changes N(G) by at most k.

12. By and large, we shall use the same notation as in.....

13. term-by-term di¤erentiation

14. Thus we need only alter our constants by a factor of 2 to deal with this case.

15. By quasi-equation we understand a sentence of the form.....

16. By Lemma 1:2, there is a number c0 � 1 such that if 0 < � < 1 and x � x1(�) � 4,
then there exists an integer

n 2
i
x; e

c0
� x
i

(1)

with jR (n)j � �n:
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18 each

1. Then F is bounded on each bounded set.

2. Each of these three integrals is �nite.

3. These curves arise from...., and each consists of....

4. There remain four intervals of length
1

4
each.

5. Here X assumes values 0; 1; :::; 9, each with probability
1

10
.

6. Then F1; F2; :::; Fn vary each in the interval [0; 1].

7. The �rst and third terms are each less than
"

3
.

8. a progression each of whose terms can be written as....

9. These n disjoint boxes are translates of each other.

10. The two notions of rank are independent of each other.

11. For j = 1; :::; k, we have
xj � nk (2)

and so each interval ]xj; xj�1[ contains a subinterval Ij such that ....

12. Each factor of the Euler product is nonzero, since ...

13. To each b1 2 B1 there exists at most one b2 2 B2 such that b1 + b2 = n.

14. For each such integer v1 there is at most one integer v2 that satis�es the linear equation
(1:5).

15. Deduce that if each of the integers n1 and n2 can be represented as a sum of two
squares, then their product n1n2 is also a sum of two squares.

16. The function f(x; y) = xy is odd in each of the variables x and y.

17. We write each partial fraction as a power series:

19 element

1. We shall call the elements of such a chain links.

2. Computing f(y) can be done by enumerating A(y) and testing each element for mem-
bership in C.

3. Two consecutive elements do not belong both to A or both to B.

4. a 3-element set
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20 elementary

1. see also: easy, simple, straightforward, basic, primary

2. It is an elementary check that A is a vector space.

3. However, shortly after learning about Wiener�s work, P. Levy found a more elemen-
tary argument.

4. By elementary algebra, we can show that....

21 too, see also: also, well, similarly, likewise.

1. In practice, D is usually too large a set to work with.

2. Consequently, A has two elements too many. [Or: A has two too many elements.]

3. There are other problems with this example which would hinder any attempt to follow
the proof given here too closely.

4. We denote this, too, by Q.

5. Note that this too is best possible.

6. The inner sum is zero (and so too is S(a; b)).

7. If (1) and (2) hold, then so too does (3).

22 because, see also: as, for, since

1. However, this argument is fallacious, because as remarked after Lemma 3, K is dis-
continuous.

2. This is because the factor M satis�es condition (P).

3. Unfortunately, because of the possible presence of �cusps�, this need not be true.

4. Because of this, W is never long enough to cancel with M in the product ABC:

5. The statement S(0) is true because if 1 � n < m, then n = a0 is the unique m-adic
representation.

6. We see that this congruence does have a solution y1 because (v1; p) = 1.
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23 being

1. Note that M being cyclic implies F is cyclic.

2. The probability of X being rational equals
1

2
.

3. This is exactly our de�nition of a weight being regulated.

4. We have to show that the property of there being x and y such that x < y uniquely
determines P up to isomorphism.

5. In addition to f being convex, we require that.....

6. Here J is de�ned to equal Af , the function f being as in (3).

7. ....., the constant C being independent of.....

8. The ideal is de�ned by m =....., it being understood that.....

9. But....., it being impossible to make A and B intersect.

10. The map F being continuous, we can assume that.....

11. Actually, S has the much stronger property of being convex.

12. This method has the disadvantage of not being intrinsic.

24 below

1. A brief sketch of the reasoning is given below.

2. By Remark 3 below,.....

3. The pressure increases are signi�cantly below those in Table 2.

4. This proves that the dimension of S does not go below q.

5. a function bounded below (above) by 1.

6. As a �rst step we shall bound A below.

25 case

1. These are special cases of Waring�s problem, one of the most famous problems in
number theory.

2. Proof. We �rst consider the case where m = pt is a power of a prime p.

3. We �rst do the case n = 1.

4. This argument also settles the case of K = �.
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5. We �nish by mentioning that, suitably modi�ed, the results of Section 2 apply to the
AP case.

6. Note that (4) covers the other cases.

7. There are several cases to consider:

8. We close this article by addressing, in part, the case of what happens if we replace the
map T by convolution.

9. There are quite a number of cases, but they can be described reasonably systemati-
cally.

10. The general case follows by changing x to x� a.

11. This abstract theory is not in any way more di¢ cult than the special case of the real
line.

12. Important cases are where S =.....

13. This case arises when.....

14. Both cases can occur.

15. To deal with the zero characteristic case, let.....

16. Then either....., or..... In the latter (former) case,.....

17. In the case of �nite additivity, we have.....

18. In the case of n � 1 (In case n � 1),..... [Better: If n � 1 then.....]

19. In the case where A is commutative, as it will be in most of this paper, we have.....

20. We shall assume that this is the case.

21. It cannot be that there exists x 2 
, for otherwise �(�x) = �E(�x) = 0, which is not
the case.

22. Unfortunately, this is rarely the case.

23. However, it need not be the case that V > W , as we shall see in the following example.

24. Such was the case in (8).

25. The L2 theory has more symmetry than is the case in L1.

26. Note that some of the an may be repeated, in which case B has multiple zeros at those
points.

27. Next we consider the general case where m has the standard factorization.

28. , and this is a special case of Theorem 2:2.
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29. ... and so, by the case k = 2, there exists an integer x such that ...

30. In this case, the element a is called a generator of G.

31. Let us apply these remarks to the special case when G =...

32. In the case k = 3, we observe that 5 has order 2 modulo 8:

33. Since every odd prime p is congruent to 1; 3; 5, or 7 modulo 8, there are four cases to
consider.

34. Proof. This is a special case of Lemma 1 in Section 2. �

35. Many classical problems are special cases of this conjecture.

36. The Goldbach conjecture is the special case whenN is even, r = 1 and f1(t) = g(t) = t.

37. The proof is easier than the general case, and shows clearly the use of Dirichlet char-
acters and Dirichlet L-functions.

26 certain, certainly

1. In this section we obtain upper bounds for certain linear and quadratic diophantine
equations.

2. The spectrum of T was de�ned in [2] and identi�ed with the spectrum of a certain
algebra AT .

3. It seems plausible that..... but we have been able to establish this only in certain
cases.

4. under certain conditions

5. Let p be an odd prime number. Then p is certainly not a square. By Lemma 5, ...

6. We know the asymptotics of partition functions for certain sets of integers of zero
density. For example, Hardy and Ramanujan [5] proved that if ...

7. We have certain views about the logic of the theory; we think that some theorems, as
we say �lie deep�and others nearer to the surface.

8. This is certainly reasonable for Algorithm 3, given its simple loop structure.

9. Hence both decay exponentially as x!1, therefore certainly remain bounded.

10. As Corollary 2 shows, it is certainly a question deserving further exploration.

11. Here, of course, the set A produced is rather thin and certainly nowhere near the
densities we are looking for.
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27 tend, see also: converge, approach

1. Clearly, Fn tends to zero as n!1.

2. Observe that as I becomes smaller, d(I; f) tends to 1.

3. This problem is still fundamentally unsolved, even though we know many beautiful
results about the growth of �(x) as x tends to in�nity.

28 common

1. The functions fi (i = 1; :::; n) have no common zero in 
.

2. Then F and G have a factor in common.

3. It has some basic properties in common with another most important class of func-
tions, namely, the continuous ones.

4. Take g1; :::; gn without common zero.

5. Denote by � the angle at x that is common to these triangles.

6. Here we use an inductive procedure very common in geometric model theory.

7. Waring�s problem for polynomials states that if the greatest common divisor of the set
A(f) is 1, then every su¢ ciently large integer can be written as the sum of a bounded
number of elements of A(f).

8. Let gcd(A) denote the greatest common divisor of the elements of the set A. If
gcd(A) = d, then every sum of elements of A is divisible by d. It follows that the set
A is an asymptotic basis only if gcd(A) = 1.

9. The greatest common divisor and the least commonmultiple of the integers a1; :::; ak
are denoted by (a1; :::; ak) and [a1; :::; ak], respectively.

29 understand

1. When we talk of a complex measure, it is understood that �(E) is a complex number.

2. The �rst equality is understood to mean that.....

3. The ideal is de�ned by m =....., it being understood that.....

4. To understand why, let us remember that.....

5. By quasi-equation we understand a sentence of the form.....
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30 usual

1. This metric produces the usual topology of X.

2. A di¤erent notation is used because the usual tensor product symbol is reserved for
the tensor product of A-bimodules.

3. The usual de�nition is more restrictive in that it requires that a 2 A.

4. As usual, we can rephrase the above result as a uniqueness theorem. [Not: �As
usually�]

5. with the usual modi�cation for p =1

6. One unusual feature of the solution should be pointed out.

31 viewpoint

1. From the viewpoint of the Fox theorem, there is not an exact parallel between the odds
and the evens.

32 why

1. To understand why, let us remember that.....

2. This is why no truncation is required here.

3. Now why can such objects be found?

33 de�nitely

1. The theorem is de�nitely false without the assumption that....., as an inspection of
Example 2 shows.

34 multiple

1. Thus F is at most a multiple of G plus.....

2. The last term is bounded by a constant multiple of the norm of g.
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35 namely

1. Here D0 and D1 are discs with the same centre, namely b.

2. The object of this paper is to obtain improvements in two cases, namely for forms of
degree 7 and 11.

3. It has some basic properties in common with another most important class of functions,
namely, the continuous ones.

4. There is another, entirely di¤erent, way to see that A = B. Namely, one can �rst
show that.....

5. [Note the di¤erence between namely and that is: while namely introduces speci�c or
extra information, that is (or i.e.) introduces another way of putting what has already
been said.]

36 member

1. Moreover, fxg is the set whose only member is x.

2. De�ne F : ! ! ! by setting F (m) to be the largest member of the �nite set Xm.

3. Examination of the left and right members of (1) shows that....

37 object, see also: aim, purpose

1. The object of this section is to classify all the indecomposable E-modules.

2. The object of this paper is to obtain improvements in two cases, namely for forms of
degree 7 and 11.

38 paragraph

1. Let the notation be as in the preceding paragraph.

2. As the �rst paragraph of the proof will make clear, we can choose f in such a way
that.....

3. (see the last paragraph but one of page 17)

39 comparison

1. Comparison of (2) and (3) gives..... [Or: A comparison]
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40 considerable, see also: important, signi�cant, sub-
stantial

1. However, they now di¤er by a considerable amount.

2. It is possible that the methods of this paper could be used to....., but there remain
considerable obstacles to overcome.

41 contradiction, see also: contrary, otherwise

1. Assume, by way of contradiction, that there exists an unlimited positive integer m0

such that �s;`;m0 (n) ' +1.

2. To obtain a contradiction, we suppose that.....

3. Suppose, to derive a contradiction, that.....

4. Striving for a contradiction, suppose that.....

5. Aiming for a contradiction, suppose that.....

6. Suppose, towards a contradiction (for contradiction), that.....

7. ....., which is a contradiction.

8. Now we have the required contradiction since.....

9. This leads to the contradiction that 0 < a < b = 0.

10. ....., in contradiction with Lemma 2.

11. This is a clear contradiction of the fact that.....

42 counterexample

1. In addition to illustrating how our formulas work in practice, it provides a coun-
terexample to Brown�s conjecture.

2. For a counterexample, consider S =.....
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43 proof

1. Here is a simple direct proof.

2. The others being obvious, only (iv) needs proof.

3. The major portion of one direction of the proof is contained in the previous proof.

4. The proof will only be indicated brie�y.

5. We can assume that p is as close to q as is necessary for the following proof to work.

6. The proof follows very closely the proof of (2), except for the appearance of the
factor x2.

7. The proof proper [= The actual proof] will consist of establishing the following state-
ments in sequence.

8. The standard proofs proceed via the Cauchy formula.

9. An ingenious alternative proof, shorter but still complicated, can be found in [5].

10. Kim announces that (by a tedious proof) the upper bound can be reduced to 10.

11. The following has an almost identical proof to that of Lemma 2.

12. A close inspection of the proof reveals that.....

13. This �nishes (completes) the proof.

14. The method of proof carries over to domains satisfying.....

15. This sort of proof will recur frequently in what follows.

16. We end this section by stating without proof an analogue of.....

17. It seems reasonable to expect that....., but we have no proof of this.

18. a laborious (complicated/routine/straightforward) proof

44 paper, see also: article

1. in paper [3] [Or: in the paper [3]; better: in [3]]

2. in a companion paper [4]

3. The aim of this paper is to bring together two areas in which.....

4. In the present paperwemove outside the randomwalk case and treat time-inhomogeneous
convolutions.
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5. There are, however, a few important papers of which we were unaware until fairly
recently.

6. These volumes bring together all of R. Bing�s published mathematical papers.

7. In the present paper we apply nonstandard analysis in the �eld of number theory.

45 propose, see also: suggest

1. He was the �rst to propose a complete theory of triple intersections.

2. A model for analysing rank data obtained from several observers is proposed.

3. Unfortunately, the proposed model does not satisfy condition (5).

46 page

1. on page 13 [Not: �on the page 13�]

2. at the top of page 4

3. (see the last paragraph but one of page 24)

4. (see the page opposite)

5. Our method of proof will be an adaptation of the reasoning used on pp. 71�72 of [3].

47 pair

1. The ordered pair (a; b) can be chosen in 16 ways so as not to be a multiple of (c; d).

2. There cannot be two edges between one pair of vertices.

3. Write out the integers from 1 to n. Pair up the �rst and the last, the second and next
to last, etc.

48 paralle

1. The proof runs parallel to that of Lemma 2. [Not: �parallelly�]

2. From the viewpoint of the Fox theorem, there is not an exact parallel between the
odds and the evens.

3. The proof closely parallels that of Theorem 1.
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49 abbreviate

1. We shall abbreviate the expression (1) to F (k).

2. We abbreviate this as f = g a.e.

3. Thus, in abbreviated notation,.....

50 abbreviation

1. Note that (3) is merely an abbreviation for the statement that.....

51 able, see also: can

1. We are able to estimate this part of (2.9) as O
�
1

lnx

�
.

2. Using some facts about polynomial convexity, we are able to deduce.....

3. It seems plausible that..... but we have been able to establish this only in certain
cases.

4. However, we have thus far been unable to �nd any magic squares with seven square
entries.

52 about, [see also: roughly, approximately]

1. The Taylor expansion of f about (around) zero is.....

2. If s0 lies below R�2, then we can re�ect about the real axis and appeal to the case
just considered.

3. These slits are located on circles about the origin of radii rk.

4. The diameter of F is about twice that of G.

5. Then n(r) is about k � rn.

6. Let A denote the rectangle B rotated through
�

6
in a clockwise direction about the

vertex (0; 1).

7. What would this imply about the original series?

8. What about the case where q > 2?

9. It is hoped that a deeper understanding of these residues will help establish new results
about the distribution of modular symbols.
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10. On the other hand, there is enormous ambiguity about the choice of M .

11. In this section we ask about the extent to which F is invertible.

12. Here the interesting questions are not about individual examples, but about the as-
ymptotic behaviour of the set of examples as one or another of the invariants (such as
the genus) goes to in�nity.

13. However, as we are about to see, this complication is easily handled.

14. This brings about the natural question of whether or not there is any topology on the
set of all possible itineraries

53 absence, [see also: lack]

1. The location of the zeros of a holomorphic function in a region 
 is subject to no
restriction except the obvious one concerning the absence of limit points in 
.

2. [Note the di¤erence: absence = non-presence; lack = shortage of something desirable.]

54 absorb

The second term can be absorbed by the �rst.

55 abstract

1. It seems that the relations between these concepts emerge most clearly when the setting
is quite abstract, and this (rather than a desire for mere generality) motivate s our
approach to the sub ject.

2. This abstract theory is not in any way more di¢ cult than the special case of the real
line.

56 abundance

[see also: wealth, variety, profusion, numerous] The monograph is illustrated with an abun-
dance of �gures and diagrams.

57 abuse

1. By abuse of notation, we continue to write f for f1.

2. We shall, by convenient abuse of notation, generally denote it by xt whatever proba-
bility space it is de�ned on.

3. With the customary abuse of notation, the same symbol is used for.....
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58 accessible

1. Thus the paper is intended to be accessible both to logicians and to topologists.

2. The present paper is motivated by the desire to make the subject as accessible as
possible.

59 accordance, [see also: agreement]

Choose � in accordance with Section 4.

60 according

1. [as X or Y ; to sth; to whether X or Y ]

2. The solutions are f or g according as t = 1 or t = 2.

3. The curvature is positive, zero, or negative according to whether two geodesics initially
perpendiculat to a short geodesic arc through p converge, stay parallel, or diverge.

4. Then F can be decomposed according to the eigenspaces of P .

5. Choose Sk according to the following scheme.

6. The middle part of Table 2 compares the classi�cation according to max ai, where only
the longitudinal information is utilized, with those according to max bik, where both
longitudinal and survival information are used.

61 accordingly

[see also: respectively, suitably]

1. Accordingly Lemma 4:1 yields
:::

2. We accordingly specify the relevant notation ...

3. The player has to decide which of the two strategies is better for him and act accord-
ingly.

Write A = BC, factor a = bc accordingly, and let.....
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62 account

1. [of sth; see also: description]

2. A very readable account of the theory has been given in [4].

3. We are indebted here to Villani�s account (see [2]) of a standard generalization of
convex conjugacy.

4. For a recent account we refer to [4].

5. See the simpli�ed account in [2, Section 4].

6. See [17] for a brief account of the results obtained. [Not: �the obtained results�]

7. The Markov chain zk takes no account of how long the process stays in V .

8. On account of (5), we have.....

9. We must take account of the fact that A may have a substantial e¤ect on the input
length.

10. [for sth; see also: explain, justify, reason, represent]

11. This theorem accounts for the term �subharmonic�. [= explains]

12. So all the terms of (2) are accounted for, and the theorem is proved.

13. He accounts for all the major achievements in topology over the last few years. [= He
records]

14. Firms employing over 1000 people accounted for 50% of total employment. [= repre-
sented 50%]

63 achieve

1. [see also: attain, reach, take, gain]

2. Equality is achieved only for a = 1.

3. The function g achieves its maximum at x = 5.

4. Among all X with �xed L2 norm, the extremal properties are achieved by multiples
of U:

5. This achieves our objective of describing.....
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64 achievement, [see also: result]

1. He accounts for all the major achievements in topology over the last few years.

2. Their remarkable achievement seemed to validate John�s claim. However, it soon
turned out that.....

3. a considerable (extraordinary/�ne/important/impressive/outstanding/signi�cant) achieve-
ment

65 acknowledge

1. We acknowledge a debt to the paper of Black [7].

2. This research was initiated when the �rst author was visiting the University of Al-
berta in the summer of 2008; the �nancial support and kind hospitality are gratefully
acknowledged.

3. We also acknowledge useful discussions with J. Brown.

4. The author gratefully acknowledges the referee�s helpful comments pertaining to the
�rst draft of this paper.

5. [Do not write: �I acknowledge Dr. Brown for.....� if you mean: I wish to thank Dr.
Brown for.....]

66 action

1. All of the action in creating Si+1 takes place in the individual cells of type 2 or 3.

2. Away from critical points, the action of G is reminiscent of the action of a cyclic group
of order d.

3. The goal of the present paper is to give a description of this kernel T (G;H), valid
for all G and H, in purely elementary terms, notably not using stable categories, nor
representations, but essentially only the action of G by conjugation on the lattice of
its p-subgroups.

67 actual

Actual construction of..... may be accomplished in a variety of ways. [= Real construction;
do not use �actual�if you mean present or current.]
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68 actually

1. [= in fact; despite what you may think; 6= at present; see also: fact, more].

2. The operator A is not merely symmetric, but actually selfadjoint.

3. Actually, Theorem 3 gives more, namely,.....

4. Actually, the proof gives an even more precise conclusion:.....

5. Although the de�nition may seem arti�cial, it is actually very much in the spirit of
Darbo�s old argument in [5].

6. Our present assumption implies that the last inequality in (8) must actually be an
equality.

7. We then provide constructions to show that each of the cases listed can actually occur.

8. [Do not write: �Actually we prove (2) for n = 1�if you just mean: Now we prove (2)
for n = 1.]

69 a, an

1. If p = 0 then there are an additional m arcs.

2. This says that f is no longer than the supremum of the boundary values of G, a
statement similar to (1).

3. Our present assumption implies that the last inequality in (8) must actually be an
equality.

4. Hence all that we have to do is choose an x in X such that....

5. We conclude that there is a smallest integer n for which f(n) = 0.

6. Theorem 2 has a very important converse, the Radon-Nikodym theorem.

7. Some of the isomorphism classes above will have a rank of 2.

70 as well

1. To construct Padé approximations he as well as Thue uses hypergeometric polyno-
mials, so this Padé approximation method is also called the hypergeometric method.

2. This method applies to all algebraic numbers, hence it is a very general theorem as
well as Baker�s theorem. The method is completely di¤erent from that of Baker.

3. The contents include several survey or half-survey articles (on prime numbers, divisor
problems and Diophantine equations) as well as research papers on various aspects
of analytic number theory such as additive problems, Diophantine approximations and
the theory of zeta and L-functions.
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4. Obviously the last formula holds for x = 0 as well.

5. The map � can be extended to the set K as well as in the usual case s = 1:

71 Assume

1. First we assume r � 1.

2. We may assume r � 1.

3. Assume that x 2 Q.

4. Throughout this paper we shall assume that ...

5. Shintani assumed that ! > 0, but ...

6. In the rest of this section we assume
�

2
� � � �, and de�ne

7. Let us assume (3). Then

8. We may assume that the number k is chosen to be the smallest positive number satis-
fying xk = x0.

9. We always assume the following condition:

10. In the statement of Theorem 4:2 in [2], we assume the condition (2:1).

11. Now, we assume that the Theorem is true for n = k > 1. That is,

12. Let us assume furthermore that all �i (i = 1; 2; :::; k) are rational. (not rationals)

13. Assume that h0 is odd.

72 arrive

1. Setting f = 0, we arrive at a contradiction.

73 adapt

1. The proofof Theorem 5 is easily adapted to any open set.

2. The method of proof of TheoremB can be adapted to extend the right-to-left direction
of Mostowski�s result by showing that.....

3. This de�nition is well adapted for dealing with meromorphic functions.

4. The hypotheses of [4] are di¤erent, however, and do not seem to adapt easily to the
time-inhomogeneous case.

5. Our method of proof will be an adaptation of the reasoning used on pp. 71 � 72 of
[3].
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74 above

1. The function F is bounded above (below) by 1.

2. By the above,.....

3. Let T be an isometric semigroup as above.

4. In the notation above (In the above notation),.....

75 add

1. The terms with n > N add up to less than 2.

2. This interpretation does little, in sum, to add to our unde rs tanding of.....

76 addition

1. Addition of (2) and (3) gives.....

2. The set S is a semigroup with respect to coordinatewise addition.

3. If h is modi�ed by the addition of a suitable constant, it follows that.....

4. The addition of a single hyperedge to G changes N(G) by at most k.

5. In addition to illustrating how our formulas work in practice, it provides a counterex-
ample to Brown�s conjecture.

6. In addition to f being convex, we require that.....

7. In addition to a contribution to W1, there may also be one to W2.

8. Assume, in addition to the hypotheses of Exercise 4, that.....

77 additional

1. Now F has the additional property of being convex.

2. This solution has the additional advantage of being easily computable.

3. If p = 0 then there are an additional m arcs. [Note the article an.]

78 additionally, [see also: also, moreover]

Now F is additionally assumed to satisfy.....
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79 address, [see also: deal, take up]

1. Strong compactness will be addressed in Section 3.

2. The main problems that we address are.....

3. Addressing this issue requires using the convergence properties of Fourier series.

4. We close this article by addressing, in part, the case of what happens if we replace
the map T by convolution.

80 adhere

We adhere to the convention that
0

0
= 0.

81 adjoin

1. If we adjoin a third congruence to F , say a = b, we obtain.....

2. The extended real number system is R with two symbols, 1 and �1, adjoined.

82 adjust, [see also: alter, adapt, change, modify]

1. In the latter case we may simply adjust F to equal 1 on the Borel set where it falls
outside the speci�ed interval.

2. The constants are so adjusted in (6) that (8) holds.

83 admit

1. The continuum Y is tree-like since it admits a map onto X.

2. This inequality admits of several interpretations.

84 adopt, [6= adapt; see also: adhere, take]

1. We adopt throughout the convention that compact spaces are Hausdor¤.

2. We adopt the convention that the �rst coordinate i increases as one goes downwards,
and the second coordinate j increases as one goes from left to right.
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3. To avoid undue repetition in the statements of our theorems, we adopt the following
convention.

4. This is the point of view adopted in Section 3.

5. Furthermore, adopting this strategy considerably eases constructing a coding tree
from a linear order.

6. We could have adopted an approach to proving Theorem 2 along a line of reasoning
which bears greater resemblance to the treatment of the analogous result in Section 1.

7. Let us adopt the shorthand F := FMiNi.

85 advance, [see also: development]

1. The primary advance is to weaken the assumption that H is C2, used by previous
authors, to the natural condition that H is C1.

2. Remarkable advances have been made recently in the understanding of.....

86 advantage

1. One major advantage of..... is that.....

2. The advantage of using..... lies in the fact that.....

3. This solution has the additional advantage of being easily computable.

4. This approach fails to take advantage of the Gelfand topology on the character space.

5. We take advantage of this fact on several occasions, by not actually specifying the
topology under consideration.

6. On the other hand, as yet, we have not taken advantage of the basic property enjoyed
by S: it is a simplex.

7. a considerable (decisive/de�nite/obvious/main/signi�cant) advantage

87 a¤ect, [see also: in�uence]

1. Altering �nitely many terms of the sequence un does not a¤ect the validity of (9).

2. We show that one can drop an important hypothesis of the saddle point theorem
without a¤ecting the result.

3. How is the result a¤ected if we assume merely that f is bounded?
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4. If a; b, and c are permuted cyclically, the left side of (2) is una¤ected.

5. Properties involving topological centres are una¤ected by a change to an equivalent
weight.

88 a¢ rmative

We give an a¢ rmative answer to the question of [3].

89 a¤ord, [see also: provide, furnish, supply, yield]

1. A counterexample is a¤orded by the Klein-Gordon equation.

2. We can now pose a problem whose solution will a¤ord an illustration of how (5) can
be used.

3. Having illustrated our method in Section 2, we can a¤ord to be brief in our proof of
Theorem 5.

90 aforementioned

1. Our �rst result generalizes (8) by exploiting some general facts seemingly overlooked
by the aforementioned authors.

2. We underline that the aforementioned results in [1] all rely on the conformality of
the underlying construction.

91 after

1. The proof of (8) will be given after we have proved that.....

2. We defer the proof of the �moreover�statement in Theorem 5 until after the proof of
the lemma.

3. After making a linear transformation, we can assume.....

4. The desired conclusion follows after one divides by t and lets t tend to 0.

5. However, as pointed out right after (5),.....
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92 again

1. Hence, by (7) again, we have.....

2. Finally, case (E) is completed by again invoking Theorem 1.

3. The operator H is again homogeneous.

93 against

No speci�c evidence against the conjecture has been produced yet.

94 agree

1. Our de�nition agrees with the one of [3].

2. The liftings on A and B agree on A\B, hence we can piece them together to obtain.....

3. Say the signatures agree in the j-th entry.

95 agreement, [see also: accordance]

1. This is in agreement with our previous notation.

2. With this agreement, it is clear that.....

96 aid

1. The solutions can be carried back to H(V ) with the aid of the mapping function �.

2. We see with the aid of an integration by parts that.....

3. We now construct a group that will be of aid in determining the order of G.

4. We thank Professor Robin Harte for his substantial computational aid.

5. The �rst author would like to thank professor N. Azzouza for his aid on the numerical
computation.
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97 aim

1. See also: desire, end, object, objective, task, purpose, intention.

2. Our �rst aim is to study the ergodic properties of T .

3. Our aim here is to give some sort of �functorial�description of K in terms of G.

4. This connection has been exploited to construct various in�nite families, with the aim
of �lling possible gaps. [Not: �with the aim to �ll�]

5. In the remainder of this section, we study some properties of K, with the eventual aim
(not realized yet) of describing K directly using G.

6. the broad (general/central/main/major/primary/limited/modest/underlying/original)
aim

7. We aim to prove the following inequality:.....

8. These results therefore describe the very close connection between the method of en-
coding and the structures we are aiming to classify.

9. Aiming for a contradiction, suppose that.....

98 alas, [see also: unfortunately]

Having established (1), one might be tempted to try to extendthis result to general p through
the choice of a suitable ideal B. Alas, as we shall see now, this attempt is futile.

99 albeit, [= though]

1. However, we shall show in Section 3 that this simply results in De�nition 3 again,
albeit with complex weight.

2. It is proved in [1] (albeit with a slightly di¤erent formulation) that.....

100 algebra

By elementary algebra, we can show that.....

101 algorithm

1. It is obvious that the above theorem supplies an algorithm to e¤ectively recognize
whether SP is in A.

2. He used a new version of an algorithm for �nding all normal subgroups of up to a
given index in a �nitely presented group.
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102 all, [see also: any, each, every, whole, total]

1. Hence all that we have to do is choose an x in X such that.....

2. Thus, all that remains is to repeat the construction for f in place of g.

3. An examination of the argument just given reveals that this is all we have used.

4. All but a �nite number of the G s are empty.

5. Note that any, but not all, of the sets �h�1 and �g�1 can be empty.

6. a manifold all of whose geodesics are closed [= a manifold whose geodesics are all
closed]

7. Now E, F and G all extend to U .

8. They all have their supports in V .

9. They are all zero at p.

10. They should all be zero at p.

11. [Note the position of all in the last four examples: itis placed after the auxiliary verb;
if there is no auxiliary, it is placed before the main verb, but if the verb is be, it is
placed after it.]

12. This map extends to all of M .

13. These volumes bring together all of R. Bing�s published mathematical papers.

14. If t does not appear in P at all, we can jump forward n places.

15. The last integral is over a horizontal line in P , and if this argument is correct at all,
the integral will not depend on the particular line we happen to choose.

16. But Anzn is much larger than the sum of all the other terms in the series
P
Akz

k.

17. Thus A is the union of all the sets Bx.

18. the space of all continuous functions on X

19. the all-one sequence

20. Any vector with three or fewer 1s in the last twelve places has at least eight 1s in all.

21. The elements of G, numbering 122 in all, range from 9 to 2000.
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103 allow

1. These theorems allow one to guess the Plancherel formula. [Or: allow us to guess; not:
�allow to guess�]

2. As the space of Example 3 shows, complete regularity of X is not enough to allow us
to do that.

3. This allows proving the representation formula without having to integrate over X.

4. This easily allows the cases c = 1; 2; 4 to be solved.

5. This allows the proof of the continuity of G to go through as before.

6. By allowing f to have both positive and negative coe¢ cients, we obtain.....

7. It is therefore natural to allow (5) to fail when x is not a continuity point of F .

8. The limit always exists (we allow it to take the value 1).

9. Lebesgue discovered that a satisfactory theory of integration results if the sets Ei are
allowed to belong to a larger class of subsets of the line.

10. In [3] we only allowed weight functions that were C1.

11. It should be possible to enhance the above theorem further by allowing an arbitrary
locally compact group L

12. Here we allow a = 0.

13. We deliberately allow that a given B may reappear in many di¤erent branches of the
tree.

14. Case 3 is disallowed since it results in a disconnected curve on S, contradicting the
tightness of P .

104 allude, [to sth; see also: mention, refer]

1. We now come to the theorem which was alluded to in the introduction of the present
section.

2. One should remark that the ambiguity alluded to in Remark 3 disappears when talking
about an a¢ ne �eld.

105 almost, [see also: nearly, practically]

1. It is almost as easy to �nd an element.....

2. Incidentally, the question of whether K(E) is amenable for speci�c Banach spaces E
seems to have received

almost no attention in the literature.
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106 alone

1. Neither (1) nor (2) alone is su¢ cient for (3) to hold.

2. Now M does not consist of 0 alone.

3. Then F is a function of x alone.

107 along

1. This is derived in Section 3 along (together) with a new proof of Morgan�s theorem.

2. The proof proceeds along the same lines as the proof of Theorem 5, but the details are
more complicated.

3. For direct constructions along more classical lines, see [5].

4. Although these proofs run along similar lines, there are subtle adjustments necessary
to �t the argument to each new situation.

5. Along the way, we come across some perhaps unexpected rigidity properties of familiar
spaces.

108 already

1. This has already been proved in Section 4 [Not: �This has been proved already in
Section 4.�]

2. This idea is very little di¤erent from what can already be found in [2].

3. We put b in R unless a is already in.

4. In the physical context already referred to, K is the density of..... [Note the double r
in referred.]

5. Inserting additional edges destroys no edges that were already present.

109 also, [see also: moreover, furthermore, likewise,
too]

1. Hence fn also converges to f .

2. We shall also leave to the reader the proof of (5).

3. Since R is a polynomial in x, so also is P .

4. The map G is not convex and also not C1. [Compare: The map F is not convex,
and G is not convex either. Use either�when there is a similarity in the two negative
statements.]
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5. It is also not di¢ cult to obtain the complete additivity of �.

110 alter

1. We shall need ways of constructing new triangulations from old ones which alter the
f -vector in a predictable fashion.

2. Altering �nitely many terms of the sequence un does not a¤ect the validity of (9).

3. The theorem implies that some �nite subcollection of the fi can be removed without
altering the span.

111 alternate

1. The terms of the series (1) decrease in absolute value and their signs alternate.

2. Successive vertices on a path have alternating labels.

112 alternately

Every path on G passes through vertices of V and W alternately.

113 alternative

1. An alternative way to analyze S is to note that.....

2. Here is an alternative phrasing of part (1):.....

3. An ingenious alternative proof, shorter but still complicated, can be found in [12].

114 alternatively

Alternatively, it is straightforward to show directly that.....

115 although, [see also: though]

1. Although [1] deals mainly with the unit disc, most proofs are so constructed that they
apply to more general situations.

2. Although these proofs run along similar lines, there are subtle adjustments necessary
to �t the argument to each new situation.

3. Although the de�nition may seem arti�cial, it is actually very much in the spirit of
Darbo�s old argument in [5].
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4. Now f is independent of the choice of 
 (although the integral itself is not).

5. Thus, although we follow the general pattern of proof of Theorem 2, we must also
introduce new ideas to deal with the lack of product structure.

6. Although standard, the notion of a virtual vector bundle is not particularly well known.

116 altogether, [see also: completely, total, whole]

1. However, we prefer to avoid this issue altogether by neglecting the contribution of B
to S.

2. There are forty-three vertices altogether.

117 always

1. Since the lower bound (8) is always better than the lower bound (6), the worst lower
bound (6) always holds.

2. " always denotes a small positive constant

3. So we always have

4. We always assume the following condition:

5. By this proposition we see that Padé approximations to a given function exist always.

6. The problem is that, whatever the choice of F , there is always another function f such
that.....

7. The induced topology is not compact, but we can always get it to be contained in a
Bohr topology.

8. The vector �eld H always points towards the higher A-level.

118 ambiguity

1. On the other hand, there is enormous ambiguity about the choice of M .

2. One should remark that the ambiguity alluded to in Remark 3 disappears when talking
about an a¢ ne �eld.

3. When there is no ambiguity we drop the dependence on B and write just YT for YT;B.

4. This also resolves the ambiguity introduced earlier in choosing an order of the lifts of
U .
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119 among

1. [= amongst; see also: between, of, out of, include] Among the attempts made in this
direction, the most notable ones were due to Jordan and Borel.

2. Among all X with �xed L2 norm, the extremal properties are achieved by multiples of
U .

3. If an is the largest among a1; :::; an, then.....

4. Our main results state in short that MEP characterizes type 2 spaces among re�exive
Banach spaces.

5. The existence of a large class of measures, among them that of Lebesgue, will be
established in Chapter 2.

6. There are several theorems for a number of other varieties. Among these are the
Priestley duality theorem and.....

7. the number of solutions (x1; :::; xn) in which there are fewer than r distinct values
amongst the xi

8. The next corollary shows among other things that..... [Not: �among others�]

9. Our result generalizes Urysohn�s extension theorems, among others. [= among other
theorems]

120 amount

1. The quantities F and G di¤er by an arbitrarily small amount.

2. Thus � will be less than � by an amount comparable to a(s).

3. It is intuitively clear that the amount by which Sn exceeds zero should follow the
exponential distribution.

4. It contributes half of the amount on the right hand side of (1).

5. [to sth; to doing sth; see also: total, add up] When n = 0, (7) just amounts to saying
that.....

6. This just amounts to a choice of units.

7. Internet sales still amounted to only 3% of all retail sales in November.
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121 analogous, [to sth]

1. Problem 1. Find a continued fraction expansion of H(a; b; c; z) analogous to Gauss�
continued fraction expansion to G(a; b; c; 2).

2. These facts yield the following lemma which is analogous to Lemma 2 of the author�s
article [3]

3. The theory of..... is entirely (completely) analogous to.....

4. We shall also refer to a point as backward nonsingular, with the obvious analogous
meaning.

5. Using (2) and following steps analogous to those above, we obtain.....

122 analogously, [to sth]

1. The lower limit is de�ned analogously: simply interchange sup and inf in (1).

2. The notion of backward complete is de�ned analogously by exchanging the roles of f
and f�1.

3. Analogously to Theorem 2, we may also characterize.....

123 analogue, [of sth; amer. analog]

1. This is an exact analogue of Theorem 1 for closed maps.

2. No analogue of such a metric appears to be available for Z.

124 analogy

1. Let us see what such a formula might look like, by analogy with Fourier series.

2. In analogy with (1) we have.....

3. There is a close analogy between.....

4. The analogy with statistical mechanics would suggest.....

5. Our presentation is therefore organized in such a way that the analogies between
the concepts of topological space and continuous function, on the one hand, and of
measurable space and measurable function, on the other, are strongly emphasized.

125 analyse, [see also: examine]

1. A model for analysing rank data obtained from several observers is proposed.

2. We are able to surmount this obstacle by analysing the rate of convergence.
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126 analysis

1. [see also: exploration, investigation, study]

2. The only case requiring further analysis occurs when f = 0.

3. We now transfer the above analysis back to M(A).

4. The analysis is similar to that of [3].

5. Analysis of the proofs of these previous results shows that.....

6. These results show that an analysis purely at the level of functions cannot be useful
for describing.....

7. a careful (close/comprehensive/detailed/systematic/thorough) analysis

127 and

1. It seems that the relations between these concepts emerge most clearly when the setting
is quite abstract, and this (rather than a desire for mere generality) motivates our
approach to the subject.

2. It simpli�es the argument, and causes no loss of generality, to assume.....

3. Thus the paper is intended to be accessible both to logicians and to topologists.

4. If one thinks of x, y as space variables and of z as time, then.....

5. He would like to express his appreciation to the faculty and sta¤ of the Dartmouth
mathematics department for their hospitality.

6. We need to check that F -derivatives behave in the way we expect with regard to sums,
scalar multiples and products.

7. Thus A can be written as a sum of functions built up from B;C, and D. [Putting a
comma before the and preceding the third object is standard in American usage.]

128 another

1. Another group of importance in physics is SL2(R).

2. In the next section we introduce yet another formulation of the problem.

3. It has some basic properties in common with another most important class of functions,
namely, the continuous ones.

4. We have thus found another three solutions of (5). [= three more]

219



5. Here the interesting questions are not about individual examples, but about the as-
ymptotic behaviour of the set of examples as one or another of the invariants (such as
the genus) goes to in�nity.

6. Then one Yi can intersect another only in one point.

7. It is highly likely that if one of the X�s is exchanged for another, the inequality fails.

129 answer

1. [to sth; see also: explanation, solution]

2. An a¢ rmative answer is given to the question of [3] whether.....

3. When A is commutative, the answer to both questions is �yes�.

4. The algorithm returns 0 as its answer.

5. The answer depends on how broadly or narrowly the term �matrix method�is de�ned.

6. The answer is not known to us.

7. What is the answer if a = 0?

8. In the remainder of this section we shall be trying to answer the question:.....

9. This question was answered negatively in [5].

10. The two questions listed below remain unanswered.

11. As an application of Theorem A, in Section 2 we settle a question left unanswered in
[3].

130 any

[see also: arbitrary, all, each, every, whatever, whichever]

1. By deleting the intervals containing x, if any, we obtain.....

2. There are few, if any, other signi�cant classes of processes for which such precise
information is available.

3. Let Q denote the set of positive de�nite forms

4. (including imprimitive ones, if there are any).

5. The preceding de�nitions can of course equally well be made with any �eld whatsoever
in place of the complex �eld.

6. If K is now any compact subset of H, then there exists.....
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7. Note that F (t) may only be de�ned a.e.; choose any one determination in (7).

8. Note that any, but not all, of the sets �h�1 and �g�1 can be empty.

9. for any two triples [Not: �for every two triples�; �every�requires a singular noun.]

131 apart

[from sth; see also: besides, except, distinguish]

1. Apart from these two lemmas, we make no use of the results of [4].

2. Apart from being very involved, the proof requires the use of.....

3. There is a curve lying entirely in the open strip 0 < 
 < 1 apart from the endpoints
such that.....

4. for no x apart from the unique solution of.....

5. [Note the di¤erence between besides, except and apart from: besides usually indicates
�adding�something, except �subtracts�, and apart from can be used in both senses;
after no, nothing etc., all three can be used.]

6. Their centres are a distance at least N apart.

7. The m pointsx1; :::; xm are regularly spaced t units apart.

8. What sets the case n = 5 apart is the fact that homotopic embeddings in a 5-manifold
need not be isotopic.

132 apparatus

Keller, in his fundamental paper [7] concerning duality, develops an apparatus that allows
him to obtain a very wide variety of duality theorems.

133 apparent

[see also: clear, evident, obvious, plain]

1. If one studies the proof of..... it is apparent that (2) is never used.

2. It is now apparent what the solution for K will be like:.....

3. This is usually called the area theorem, for reasons that will become apparent in the
proof.

4. This formula makes it apparent that only the values u(d) for positive d are relevant.
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134 apparently

[see also: seemingly] Fox has apparently [= as one can see] overlooked the case of.....

1. Note that the apparently [= seemingly] in�nite product in the denominator is in fact
�nite.

2. The reader may wonder why we have apparently ignored the possibility of obtaining a
better lower bound by considering.....

135 appeal, [see also: recourse]

1. Recently proofs have been constructed which make no appeal to integration.

2. In the preceding proof, the appeal to the dominated convergence theorem may seem
to be illegitimate since.....

3. Through an appeal to (5:3) we have.....

4. [see also: invoke, refer] At this stage we appeal to Theorem 2 to deduce that.....

5. We can also appeal to Lemma 5 to see that the uniform continuity condition (5:3) is
met.

6. If s0 lies below R�2, then we can re�ect about the real axis and appeal to the case
just considered.

7. One of the appealing aspects of the spectral set 
 is that it readily lends itself to
explicit computation.

136 appear

[see also: look, occur, seem, turn out, turn up, look]

1. However, no extension in this direction has appeared in the literature.

2. The statement does appear in [3] but there is a simple gap in the sketch of pro of
supplied.

3. It will eventually appear that the results are much more satisfactory than one might
expect.

4. The zeros appear at intervals of 2m.

5. Every prime in the factorization appears to an even power.

6. No analogue of such a metric appears to be available for Z.

7. Conditions relating to bounds on the eigenvalues appear to be rare in the literature.
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8. At �rst glance, this appears to be a strange de�nition. [= seems to be]

9. Neighbourhoods of points in these spaces appear at �rst glance to have a nice regu-
lar structure, but upon closer scrutiny, one sees that many neighbourhoods contain
collections of arcs hopelessly folded up.

10. This may appear rather wasteful, especially when n is close to m, but these terms only
give a small contribution to our sum.

11. This conjecture also appears intractable at present.

12. It does not appear feasible to adapt the methods of this paper to.....

137 appearance

1. The only additional feature is the appearance of a factor of 2.

2. This convention simpli�es the appearance of results such as the inversion formula.

138 applicability

The abstract theory gives us a tool of much wider applicability.

139 applicable [to sth]

1. We now provide a bound applicable to systems of.....

2. The hypothesis n > 1 ensures that Lemma 2 is applicable.

140 application

[see also: means, use, via]

1. Repeated application of (4) shows that.....

2. As an example of the application of Theorem 5, suppose.....

3. Even in the case n = 2, the application of Theorem 6 gives essentially nothing better
than the inequality.....

4. Speci�cally, one might hope that a clever application of something like Choquet�s
theorem would yield the desired conclusion.

5. A drawback to P´olya trees, and perhaps the main reason why they have not seen
much application within the Bayesian nonparametric literature, is that an arbitrary
partition tree needs to be speci�ed.

6. As an application, consider the Dirichlet problem Lf = 0.
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7. We then show how this leads to stronger results in applications.

8. [Do not use �application� when you mean �map�: a map f : X ! Y (not: �an
application f�).]

141 arbitrarily

1. The quantities F and G di¤er by an arbitrarily small amount. [Not: �arbitrary small�]

2. .....where C can be made arbitrarily small by taking.....

3. Runge�s theorem will now be used to prove that meromorphic functions can be con-
structed with arbitrarily preassigned poles.

142 arbitrary

[see also: all, each, every, whatever, whichever]

1. This enables us to de�ne solution trajectories x(t) for arbitrary t.

2. The theorem indicates that arbitrary multipliers are much harder to handle than those
in M(A).

3. One cannot in general let A be an arbitrary substructure of B here.

4. If X happens to be complete, we can de�ne f on E in a perfectly arbitrary manner.

143 area, [see also: �eld]

1. I�m working in the area of Logic and Number Theory.

2. The region A has an area of 15 m2.

3. This is an interesting area for future research.

4. This is an area where there is currently a lot of activity.

144 argue [see also: assert, claim, reason]

1. To see that A = B we argue as follows.

2. But if we argue as in (5), we run into the integral....., which is meaningless as it stands.

3. Arguing by duality we obtain.....

4. It might be argued that the h-principle gives the most natural approach to.....
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145 argument, [see also: reasoning]

1. A similar argument holds for the other cases.

2. A deformation retract argument completes the proof.

3. In outline, the argument follows that of the single-valued setting, but there are several
signi�cant issues that must be addressed in the n-valued case.

4. This argument comes from [4].

5. This argument is invalid for several reasons.

6. However, this argument is fallacious, because as remarked after Lemma 3,.....

7. By an elementary argument,.....

8. This is handled by a direct case-by-case argument.

9. Following the argument in [3], set.....

10. The case f = 1 requires a di¤erent argument.

11. But the Tn need not be contractions in L1, which is the main obstruction to applying
standard arguments for densities.

12. We give the argument when I = R:

13. Continuity then �nishes o¤ the argument.

14. This completes our argument for (1).

15. This assumption enables us to push through the same arguments.

16. It simpli�es the argument, and causes no loss of generality, to assume.....

146 arise, [see also: emerge, occur, result]

1. In this paper we shall consider the general divisor problem which arises by raising the
generating zeta-fuction Z(s) to the k-th power, where the zeta-functions in question
are the most general E. Landau�s type ones that satisfy the functional equations with
multiple gamma factors.

2. ....., the last equality arising from (8).

3. This case arises when.....

4. The question arises whether.....

5. A further complication arises from �BP�, which works rather di¤erently from the other
labels.

6. If no confusion can arise, we write K for both the operator and its kernel.
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147 arrow

Combining this with the attaching map de�ned above, we obtain the commutative dia-
gram..... where surjectivity of the top-left arrow follows from the fact that.....

148 article, [see also: paper]

1. The �rst purpose of the present article is to eliminate the Riemann Hypothesis from
the above result and prove the following result.

2. The second purpose of the present article is to consider a more general situation.

3. In the present article, we shall prove the following result which is a generalization of
Theorem 1.

4. In this article, we shall prove that the above conjecture is correct as far as the asymp-
totic behavior as �!1 is concerned.

5. We close this article by addressing, in part, the case of what happens if we replace
the map T by convolution.

6. We can now formulate the problem to which the rest of this article is dedicated.

149 arti�cial

Although the de�nition may seem arti�cial, it is actually very much in the spirit of Darbo�s
old argument in [5].

150 as

1. We can multiply two elements of E by concatenating paths, much as in the de�nition
of the fundamental group.

2. ....., where each function g is as speci�ed hdescribedi above.

3. Actually, [3, Theorem 2] does not apply exactly as stated, but its proof does.

4. They were de�ned directly by Lax [2], essentially as we have de�ned them.

5. For k = 2 the count remains as is.

6. In the case where A is commutative, as it will be in most of this paper, we have.....

7. As a �rst step we identify the image of �.

8. Then F has T as its natural boundary.

9. The algorithm returns 0 as its answer.
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10. Now X can be taken as coordinate variable on M .

11. If one thinks of x, y as space variables and of z as time, then.....

12. Then G is a group with composition as group operation.

13. We have A � B as right modules.

14. Then E is irreducible as an L-module.

15. ....., as is easily veri�ed.

151 ask

1. In this section we ask about the extent to which F is invertible.

2. This is the same as asking which row vectors in R have di¤ering entries at positions
i and j.

3. An obvious question to ask is whether the assertion of Theorem 1 continues to hold
for.....

152 aspect

[see also: detail, feature, characteristic, ingredient, point]

1. One of the appealing aspects of the spectral set 
 is that it readily lends itself to
explicit computation.

2. I shall limit myself to three aspects of the subject.

3. We shall touch only a few aspects of the theory.

153 assert, [see also: say, state]

1. The spectral radius formula asserts that.....

2. Puiseux�s theorem asserts the existence of.....

3. We also need the following technical lemma, which asserts the rarity of numbers with
an inordinately large number of prime factors.

4. Here is a more explicit statement of what the theorem asserts.

5. To prove the asserted convergence result, �rst note that.....
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154 assertion, [see also: conclusion, statement]

1. Now (2) is clearly equivalent to the assertion that.....

2. ....., which proves the assertion. [Not: �the thesis�]

3. If we prove (8), the assertion follows.

4. The interest of the lemma is in the assertion that.....

5. Assertion (b) is known as the Radon Nikodym theorem.

155 assess [see also: estimate]

To assess the quality of this lower bound, we consider the following special case.

156 assign, [see also: associate]

1. The map f assigns to each x the unique solution of.....

2. As M is ordered, we have no di¢ culty in assigning a meaning to (a; b).

3. A weighted graph is one in which each vertex is assigned an integer (called its weight).

4. Here the variable h is assigned degree 1.

157 assume, [see also: suppose, presume]

1. We can assume, by decreasing n if necessary, that.....

2. We may (and do) assume that.....

3. We tacitly assume that.....

4. It is assumed that.....

5. We follow Kato [3] in assuming that f is upper semicontinuous.

6. Here F is assumed to be open.

7. ....., the limit being assumed to exist for every real x.

8. The assumed positivity of un is essential for these results.

9. The reader is assumed to be familiar with elementary K-theory.

10. Then X assumes values 0; 1; :::; 9, each with probability 1=10.
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158 assumption

[see also: condition, hypothesis, requirement]

1. We make two standing assumptions on the maps under consideration.

2. By the smoothness assumption on f ,.....

3. Because I is by assumption �nite on A, it follows from (3) that.....

4. If the boundary is never hit then xt is a Feller process under reasonable continuity
assumptions.

5. We establish our results both unconditionally and on the assumption of the Riemann
Hypothesis.

6. We note that the assumption of GCH is made for convenience and ease of presentation.

7. Then F is continuous at zero, contrary to assumption.

8. a basic (fundamental/implicit/tacit/underlying/reasonable/erroneous) assumption

159 at

1. At the same time, Selberg [2] also proved an unconditional result. He showed that, for
almost all x, ....

2. Hence we arrive at the conclusion

3. Values of Dirichlet series associated with modular forms at the points s =
1

2
; 1.

4. At the fourth comparison we have a mismatch.

5. At the suggestion of the referee, we consider some simple cases.

6. The match occurs at position 7 in T .

7. Now R is the localization of Q at a maximal ideal.

8. Next, F preserves angles at each point of U .

9. We may assume that this is the �rst point at which these two curves have met.

10. at the end of Section 2

11. Now F is de�ned to make G and H match up at the left end of I.

12. The zeros appear at intervals of 2m.

13. We can make g Lipschitz at the price of weakening condition (i).

14. The two lines intersect at an angle of ninety degrees.
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160 attach

The name of Harald Bohr is attached to bG in recognition of his work on almost periodic
functions.

161 attain

[see also: achieve, reach, take]

1. Equality is attained only for a = 1.

2. The function g attains its maximum at x = 5.

3. Now (c) asserts only that the overall maximum of f on U is attained at some point of
the boundary.

162 attention

1. It is a pleasure to thank R. Greenberg for bringing his criterion for..... to our attention,
and for generously sharing his ideas about it.

2. We now turn our attention to.....

3. We can do this by restricting attention to.....

4. In this section I shall focus attention on.....

5. From now on we con�ne attention to R2.

6. Incidentally, the question of whether K(E) is amenable for speci�c Banach spaces E
seems to have received almost no attention in the literature.

163 auxiliary

In Section 2 the reader will be reminded of some important properties of Bernoulli numbers,
and some auxiliary results will be quoted or derived.

164 available

1. No analogue of such a metric appears to be available for Z.

2. A further tool available is the following classical result of Chen.
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165 aware, [see also: know]

1. Although the authors are not aware of any explicit reference except for the case k = 2
(see Schwarz [6]), a standard application of the circle method yields that for any....

2. At the time of writing [5], I was not aware of this reference.

3. One must also be aware that the curvature of Mi might not be bounded uniformly in
i.

4. As far as we are aware, there is no proof in print.

5. In 1925 Franklin, unaware of Stackel�s work, showed....

166 away, [see also: beyond, o¤, outside, distance]

1. Then F is smooth away hbounded awayi from zero.

2. Away from critical points, the action of G is reminiscent of the action of a cyclic group
of order d.

3. If we keep x away from @D by restricting it to a compact set K � D, then.....

4. It follows that z is at least 2MN away from the left endpoint of I.

167 write, [see also: denote, symbol]

1. We write H for the value of G at zero.

2. We shall frequently write w.w. for �weakly wandering�.

3. ....., which we can write as Df = :....

4. Such cycles are said to be homologous (written c � c0).

5. To simplify the writing, we take a = 0 and omit the subscripts a.

6. At the time of writing [5], I was not aware of this reference.

7. In the course of writing this paper we learned that P . Fox has simultaneously obtained
results similar to ours in certain respects.

8. Important analytic di¤erences appear when one writes down precisely what is meant
by.....

9. It may be di¢ cult to write down an explicit domain of F .

10. Note that (2) is simply (1) written out in detail.

11. By writing out the appropriate equations, we see that this is equivalent to.....

12. The lectures were written up by M . Stong.
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168 well, [see also: also, too]

1. Obviously the last formula holds for h = 0 as well. Hence the latter assertion of the
lemma follows from (3:4).

2. An improvement of this result may well be within reach, and we intend to return to
this topic elsewhere.

3. By a well-known theorem of van der Corput, there exists a constant A such that the
following inequalities are valid for all X � 2 and for all integers k with 1 � k � 5:

4. For binary strings, the algorithm does not do quite as well.

5. But H itself can equally well be a member of S.

6. Our asymptotic results compare reasonably well with the numerical results reported
in [8].

7. Since the integrands vanish at 0, we may as well assume that.....

8. Other types �t into this pattern as well.

9. Note that both sides of the inequality may well be in�nite.

10. A cycle may very well be represented as a sum of paths that are not closed.

11. It may well be that no optimal time exists, as the following example shows.

12. Although standard, the notion of a virtual vector bundle is not particularly well
known.variety

13. [see also: number, many, plentiful, several]

14. Actual construction of..... may be accomplished in a variety of ways.

15. The question of..... has been explored under a variety of conditions on A.

16. The approach in [4] provides a uni�ed way of treating a wide variety of seemingly
disparate examples.

169 various, [see also: di¤erent, several]

1. We shall be considering L on various function spaces.

2. We do not know how V depends on the various choices made.

3. Few of various existing proofs are constructive.

4. The author thanks the referee for recommending various improvements in exposition.
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170 usually, [see also: normally]

1. It will usually be assumed that.....

2. The calculation of M(f) is usually no harder than the calculation of N(f).

3. In practice, D is usually too large a set to work with.

4. This topology is compact, but not usually Hausdor¤, nor even T1.

5. In applications of Theorem 1, we are usually seeking a lower bound for f(E).

171 upon

1. The second inequality follows upon considering Ri for i > 0.

2. We may assume, upon replacing F by F1, that.....

3. Upon combining the estimate for B with (5), we have now established the �rst conclu-
sion of Theorem 8.

4. Adding E to both sides of (1), we can call upon (2) to obtain (3).

172 typically

1. A computational restraint is the algebraic number theory involved in �nding these
ranks, which will typically be more demanding than in our example of Section 1.

2. While nonparametric priors are typically di¢ cult to manipulate, we believe the con-
trary is true for quantile pyramids.

3. Here one typically takes E to lie in the subspace H.

173 then

1. The complex case then follows from (a).

2. Continuity then �nishes o¤ the argument.

3. Theorem 3 may be interpreted as saying that A = B, but it must then be remembered
that.....

4. Then G has 10 normal subgroups and as many non-normal ones.

5. If p = 0 then there are an additional m arcs. [Note the article an.]

6. If y is a solution, then ay also solves (3) for all a in B.

233



174 summarize

1. [6= resume; see also: sum, summary]

2. We summarize some of its main properties, borrowing from the elegant discussion in
Henson�s article.

3. Theorems 2 and 3 may be summarized by saying that.....

4. Summarizing, whenever n � 4, we have shown that necessarily p < 5.

175 strategy

1. [see also: procedure, scheme, method, way]

2. Our basic strategy for proving (1) is di¤erent.

3. We start with a brief overview of our strategy.

4. Furthermore, adopting this strategy considerably eases constructing a coding tree from
a linear order.

5. The condition..... can be improved by employing a strategy similar to that underlying
the proof of Theorem 2.

6. The strategy is much the same as for the proof of Theorem 2.

7. a basic (broad/general/overall/viable) strategy

176 similarly, [see also: likewise]

1. Similarly, b1 = b2.

2. Similarly,
25 � 1(mod 31); (3)

3. Similarly, 3 is a primitive root modulo 10, since '(10) = 4:

4. Therefore, a =2 Z and, similarly, b =2 Z.

5. Then F is similarly obtained from G.

6. Similarly to [4], we �rst consider the nondegenerate case. [Or: Just (Much) as in [4];
not: �Similarly as in [4]�]

7. Here we consider a dual variational formulation which can be derived similarly to that
for the sandpile model.

8. Each A(n) corresponds to an element A0(n) in V , and similarly for B(n).

9. Similarly, if f(t) is decreasing on the interval [n; n+ 1], then
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177 similar

1. Proof. This is similar to the proof of (24) in Theorem 4.

2. [to sth; see also: like, reminiscent, resemble]

3. It is in all respects similar to matrix multiplication. [Not: �similar as�]

4. In the course of writing this paper we learned that P. Fox has simultaneously obtained
results similar to ours in certain respects.

5. The proof is similar in spirit to that of [8].

6. Analysis similar to that in Section 2 shows that.....

7. Similar arguments to those above show that.....

8. This says that I is no longer than the supremum of the boundary values of G, a
statement similar to (1).

9. A similar result holds for.....

10. Assume a1 < a2, the argument being similar in all the other cases.

11. in a similar fashion

12. in an exactly similar way similarity [see also: resemblance] This shape bears a striking
similarity to that of.....

13. Note the similarity with Lusin�s theorem.

178 second [see also: other]

1. the second largest element

2. the second last row = the last but one row

3. the second author = the second-named author

4. To guarantee Q(3), we use MA a second time to control the perfect sets.

5. A second technique for creating new triangulations out of old ones is central retrian-
gulation.

6. The �rst statement is obvious, since every �ow contains a minimal sub�ow. For the
second, it is enough to show that if.....
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179 run

1. The rest of the proof runs as before.

2. Although these proofs run along similar lines, there are subtle adjustments necessary
to �t the argument to each new situation.

3. Let A0 be A run backwards.

4. As t runs from 0 to 1, the point f(t) runs through the interval [a; b].

5. The problem one runs into, however, is that f need not be smooth.

6. But this obvious attack runs into a serious di¢ culty.

7. But if we argue as in (5), we run into the integral....., which is meaningless as it stands.

8. .....where E runs over (runs through) the family B.

180 roughly [see also: approximately, about]

1. Roughly speaking, we shall produce a synthesis of index theory with Fourier analysis.

2. This says (roughly speaking) that the real part of g is.....

3. Roughly 0:7 comparisons were done for each character.

181 resolve, [see also: solve]

1. However, to our knowledge this is not fully resolved.

2. This also resolves the ambiguity introduced earlier in choosing an order of the lifts of
U .

3. The case where p > 1 remains unresolved.

182 rephrase

1. [see also: reformulate, restate, rewrite]

2. As usual, we can rephrase the above result as a uniqueness theorem.

3. To deduce Theorem 1 from Proposition 2, we use a result of Silberg, which we will
rephrase slightly for our purposes.

4. Rephrased in the language of [11], Proposition 2 says that.....

5. A rephrasing of the de�nition is that.....
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183 repeatedly

1. [see also: frequently, often]

2. This property will be used repeatedly hereafter.

3. Let m � 1. If d(n) � 4, then by applying (3:2) repeatedly we obtain

�1;1;m (n) ::: � �1;1;2 (n) � �1;1;1 (n) = d (n) :

184 relatively, [= to a certain degree]

1. Theorem. The probability that two positive integers are relatively prime is
6

�2
:

2. Therefore, the frequency of relatively prime pairs of positive integers not exceeding
N is

3. Let m and n be relatively prime integers,

4. By relatively straightforward means one can show that.....

5. [Do not write: �the complement of A relatively to B�if you mean: then complement
of A relative to B.] relax [see also: weaken] The idea is to relax the constraint of being
a weight function in Theorem 3.

6. The assumption that the test statistics are identically distributed can be relaxed with-
outm much di¢ culty.

185 relation

1. [of sth to sth; between sth; see also: connection, link, relationship]

2. But there is a much more important relation between equivalent regions:.....

3. By carefully examining the relations between the quantities Ui, we see that.....

4. There is a fourth notion of phantom map which bears the same relation to the third
de�nition as the �rst does to the second.

5. What relation exists between f and g?

186 recall

1. We recall what this means. [Not: �We remind�]

2. Recall the de�nition of T from Section 3.
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187 random

1. The random variable X has the Poisson distribution with mean v.

2. In this and the other theorems of this section, the Xn are any independent random
variables with a common distribution.

3. Let T1; :::; Tr be i.i.d. uniform [0; 1] random variables conditioned to sum to 0 modulo
1.

4. To calculate (2), it helps to visualize the Sn as the successive positions in a random
walk.

5. The proof shows that if the points are drawn at random from the uniform distribution,
most choices satisfy the required bound.

6. Let A and B be its two parts, named in random order.

188 put, [see also: insert, plug, set]

1. Put a subset U of j(X) in T if its inverse image under j is an open subset of X.

2. Put a taxicab metric on Sk.

3. The map F can be put into this form by setting.....

4. Put this way, the question is not precise enough.

5. This puts a completely di¤erent perspective on Fox�s results.

6. This puts us in a position to apply Lemma 2 to deduce that.....

7. We put o¤ discussing this problem to Section 5.

8. Putting these results together, we obtain the following general statement.....

189 occurrence

1. Replace each occurrence of b by c.

2. Throughout, C denotes a positive constant, not necessarily the same at each occur-
rence.

190 occurrence

1. Replace each occurrence of b by c.

2. Throughout, C denotes a positive constant, not necessarily the same at each occur-
rence.
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191 occurrence

1. Replace each occurrence of b by c.

2. Throughout, C denotes a positive constant, not necessarily the same at each occur-
rence.

192 obey, [see also: satisfy]

1. We �rst check that t0 obeys the condition for f(t).

2. One easily checks that whenever a sequence an obeys the uniform bound an < C, one
has.....

3. It follows that any itinerary that obeys these four rules corresp onds to a point in B.

193 now

1. The result will now be derived computationally.

2. Morera�s theorem shows now that f is holomorphic.

3. Now that we have the above claim, we can select.....

4. Now choose a cycle c in M as in Theorem 2.

194 nowhere, [see also: far]

1. Here, of course, the set A produced is rather thin and certainly nowhere near the
densities we are looking for. [The phrase nowhere near indicates that A is in fact far
from reaching our expectations.]

2. a nowhere vanishing vector �eld

195 note, [see also: notice, observe, see, remark]

1. Note that (3) is merely an abbreviation for the statement that.....

2. Perhaps it is appropriate at this point to note that a representing measure is countably
additive if and only if.....

3. Part (b) follows from (a) on noting that A = B under the conditions stated.

4. Before going to the proof, it is worth noting that.....

5. ....., as noted has was notedi in Section 2. [Not: �as it was noted�]

6. As noted before, there exists N homeomorphic to P such that.....
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7. It should be noted that.....

8. With the exception noted below, we follow Stanley�s presentation [3, Sec. 2].

196 merely, [see also: just, only]

1. It turns out that A is not merely symmetric, but actually selfadjoint.

2. But (3) is merely an abbreviation for the statement that.....

3. Here (6) merely means that.....

4. How is the result a¤ected if we assume merely that f is bounded?

197 member, [see also: element, side]

1. Moreover, fxg is the set whose only member is x.

2. De�ne F : ! ! ! by setting F (m) to be the largest member of the �nite set Xm.

3. Examination of the left and right members of (1) shows that.....

198 membership, [in/of sth]

1. Computing f(y) can be done by enumerating A(y) and testing each element formem-
bership in C.

2. Thus W satis�es two of the four requirements for membership in Z.

199 mere, [see also: just, only]

1. The quantity A was greater by a mere 20%.

2. However, this equality turned out to be a mere coincidence.

3. This result shows that the mere existence of a nontrivial automorphism j of M pro-
duces the cut I(j) of M that satis�es (2).

200 meaningless, [see also: meaningful]

But if we argue as in (5), we run into the integral....., which is meaningless as it stands.
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201 means

1. [see also: application, device, use, via]

2. This provides an e¤ective means for computing the index.

3. By relatively straightforward means one can show that.....

4. Then F and G are homotopic by means of a homotopy H such that.....

5. It is easy to see, by means of an example, that.....

6. Find integral formulas by means of which the coe¢ cients cn can be computed from f .

7. The di¢ culty is that it is by no means clear what one should mean by a normal family.

202 measure

1. Here dx stands for Lebesgue measure. [Or: the Lebesgue measure]

2. Each set A carries a product measure.

3. The aim of this article is to study the relationship between the size of A, as measured
by its diameter, and the extent to which A fails to be convex.

203 meet

1. [see also: intersect, encounter, come across, run into, satisfy]

2. The sets A and B meet in two points. [= Their intersection is a two-point set]

3. We may assume that this is the �rst point at which these two curves have met.

4. Each component which meets X lies entirely within Y .

5. The remaining requirements for a type F map are also met.

6. We can also appeal to Lemma 5 to see that the uniform continuity condition (5:3) is
met.

204 mean

1. Indeed, N is a Gaussian random variable with mean 0 and variance g.

2. [see also: signify, indicate, convey, suggest] We partially order M by declaring X < Y
to mean that.....

3. Here (1) can be interpreted to mean that.....

4. Here �essentially�means �up to a zero set�.
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5. The �rst equality is understood to mean that.....

6. In Chapter 5, we shall explain what it means for a subset V of A to be determining
for the centre of X.

7. Note that (A) means precisely that condition (B) is not satis�ed.

8. Important analytic di¤erences appear when one writes down precisely what is meant
by.....

9. Then (6) merely means that.....

10. The di¢ culty is that it is by no means clear what one should mean by a normal family.
meaning [see also: sense] We shall also refer to a point as backward nonsingular, with
the obvious analogous meaning.

11. As M is ordered, we have no di¢ culty in assigning a meaning to (a; b).

205 meaningful

[see also: justify, legitimate, meaningless] This shows that the sequence (1) is bounded below,
and so the de�nition of L(f) is meaningful..

206 mapping

1. [see also: map, transformation, function]

2. We regard (1) as a mapping of S2 into S2, with the obvious conventions concerning
the point 1.

3. It is important to pay attention to the ranges of the mappings involved when trying
to de�ne.....

4. The mapping f leaves hkeepsi the origin �xed.

5. Bruck�s theorem on common �xed points for commuting nonexpansive mappings is
then brought into play by noting that.....

207 manner [see also: fashion, way, method]

1. Theorem 2, at the end of Section 2, was not originally obtained in the manner indicated
there.

2. If our measure happens to be complete, we can de�ne f on E in a perfectly arbitrary
manner.

3. It is an easy matter to use Theorem 10 to construct all manner of interesting Peano
continua [= continua of di¤erent kinds]
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208 many

1. [see also: abound, number, numerous, profusion, several, variety, abundance]

2. Many of them were already known to Gauss.

3. The proof makes use of many of the ideas of the general case, but in a simpler setting.

4. Thus G has 10 normal subgroups and as many non-normal ones.

5. Consequently, H is a free R-module on as many generators as there are path compo-
nents of X.

6. Therefore, A has two elements too many. [Or: A has two too many elements.]

7. Then A has three times as many elements as B has.

8. It meets only countably many of the Yi.

9. a sequence with only �nitely many terms nonzero

10. To compute how many such solutions there are, observe.....

11. How many of them are convex?

12. How many such expressions are there?

13. How many entries are there in this section?

14. How many multiplications are done on average?

15. How many zeros can f have in the disc D?

209 lower

1. [see also: decrease, diminish, reduce, cut down, limit]

2. The importance of these examples lay not only in lowering the dimension of known
counterexamples, but also in..... [Note that the past tense of lie is lay, not �lied�.]

3. The lower limit is de�ned analogously: simply interchange sup and inf in (1).

4. The reader may wonder why we have apparently ignored the possibility of obtaining a
better lower bound by considering.....

5. a path obtained by going from A to B along the lower half of the circle

6. a lower semicontinuous function
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210 likely, [see also: possible, plausible]

1. All inputs of size n are equally likely to occur.

2. It seems likely that the arguments would be much more involved.

3. It is highly likely that if one of the X�s is exchanged for another, the inequality fails.

4. We expect that this is likely to hold for all outers, but cannot prove this as yet.

5. A complete explication of the Fox spaces is warranted, as it will likely reveal further
clues to the di¤erences between the parabolic and hyperbolic theories.

6. This change is unlikely to a¤ect the solution.

7. It is unlikely that the disturbances will eventually disappear.

211 likewise

1. [see also: similarly, also, moreover]

2. Likewise, if A does not span C(I), removal of any of its elements will diminish the
span.

212 limit

1. The limit lim
x!0
f(x) exists. [Not: �There exists a limit lim

x!0
f(x).�]

2. Now (1) follows after passage to the limit as n!1.

3. [see also: con�ne, restrict] I shall limit myself to three aspects of the subject.

213 lend

1. One of the appealing aspects of the spectral set 
 is that it readily lends itself to explicit
computation.

2. This lends precision to an old assertion of Dini:.....

214 length, see also: detail, depth, expand

1. Pick the �rst arc of length 1 in this sequence.

2. The interval J has length 2k.

3. It can be shown that the nearest point projection p reduces length by a factor of cos
�.
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4. This subject is treated at length in Section 2.

5. We shall discuss this again at somewhat greater length in Section 2:1.

215 legitimate

1. [see also: justify, meaningful]

2. Theorem 2 makes it legitimate to apply integration by parts.

3. The de�nition is legitimate, because.....

4. The interchange in the order of integration was legitimate, since.....

5. In the preceding proof, the appeal to the dominated convergence theorem may seem
to be illegitimate, since.....

216 lemma

1. We shall prove this theorem shortly, but �rst we need a key lemma.

2. The proof will be divided into a sequence of lemmas.

3. We now prove a lemma which is interesting in its own right.

4. The interest of the lemma is in the assertion that.....

5. We defer the proof of the �moreover�statement in Theorem 5 until after the proof of
the lemma.

6. With Lemma 4 in (at) hand, we can �nally de�ne E to be equal to P (m)=H.

7. ....., from which it is an easy step, via Lemma 1, to the conclusion that.....

8. The following lemma is the key to extending Wagner�s results.

9. The following lemma, crucial to Theorem 2, is also implicit in [4].

10. Note that this lemma does not give a simple criterion for deciding whether a given
topology is indeed of the form Tf .

11. At �rst glance Lemma 2 seems to yield four possible outcomes.

12. The �nal lemma is due to F. Black and is included with his kind permission.
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217 inverse

1. [see also: converse, opposite, reverse]

2. Then F is the homeomorphism X ! Y inverse to G.

3. No x has more than one inverse.

4. We use upper case letters to represent inverses of generators.

5. the inverse image = the preimage

218 investigate

1. [see also: examine, explore, study, test] In this section we investigate under what
conditions the converse holds.

2. The above construction suggests investigating the solutions of.....

3. The situations with domains other than sectors remain to be investigated.

219 investigation

1. [see also: study, research, analysis, exploration]

2. We shall pursue our investigation of conservation laws in Section 5.

3. Theorem B is the main result of our investigation of stable ergodicity which we made
in collaboration with A. Burks.

4. This paper, for the most part, continues this line of investigation.

5. An original impulse for this investigation came from the study of.....

6. The results have been encouraging enough to merit further investigation.

7. So one is naturally led to an investigation of.....

8. a careful (close/detailed/extensive) investigation

220 invariant

1. Clearly, F leaves the subspace M invariant.

2. Hence F is invariant under '.

3. Thus F is G-invariant hinvariant under the action of Gi.

4. This set is clearly translation invariant.

246



5. Here the interesting questions are not about individual examples, but about the as-
ymptotic behaviour of the set of examples as one or another of the invariants (such as
the genus) go es to in�nity.

221 introduce, [see also: set up]

1. We �nd ourselves forced to introduce an extra assumption.

2. In order to state these conditions succinctly, we introduce the following terminology.

3. We now introduce the algebras we shall be concerned with.

4. This motivated the second author to introduce the notion of.....

5. More specialized notions from Banach space theory will be introduced as needed.

222 introduction

1. The projection technique requires the introduction of an appropriate homomorphism.

2. This suggests the introduction of the di¤erential operator A =.....

3. We now come to the theorem which was alluded to in the introduction of the present
chapter.

223 infer

1. [see also: conclude, deduce, follow] From (5) we infer that.....

2. We have shown that....., whence it is readily inferred that.....

3. It can be inferred from known results that these series at best converge conditionally
in Lp.

4. Now apply Theorem 4:1 of [3] to infer the strong convergence at ei� of the Fourier series
for �.

224 identical, [see also: same]

1. The obvious rearrangement reveals the right side to be identical with (8).

2. The following has an almost identical proof to that of Lemma 2.

225 identically

the identically zero map
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226 identify

1. As a �rst step we identify the image of �.

2. Letting m!1 identi�es this limit as H.

3. Using the standard inner product we can identify H with H�.

4. The tangent space to N at x is identi�ed with M via left translation.

5. We henceforth identify SC(K � K) with a�-subalgebra of L1(X � X).

6. The resulting metric space consists precisely of the Lebesgue integrable functions, pro-
vided we identify any two that are equal almost everywhere

227 however

1. [see also: but, though, nevertheless, matter]

2. In this section, however, we shall not use it explicitly.

3. That approach was used earlier in [2]. There, however, it was applied in simply con-
nected regions only.

4. [Avoid using �however�as a simple substitute for but.]

5. This implies that however we choose the points yi, the intersection point will be their
limit point. [= no matter how we choose]

6. However small a neighbourhood of x we take, the image will be.....

7. Then Mn(x) = 0 for every x, however large.

228 hold

1. [see also: apply, true, valid, force]

2. All our estimates hold without this restriction.

3. The desired inequality holds trivially whenever A > 0.

4. In this section we investigate under what conditions the converse holds.

5. An obvious question to ask is whether the assertion of Theorem 1 continues to hold
for.....

6. Equality holds hoccursi in (9) if.....

7. This attempt is doomed because the homogeneity condition fails to hold. [= The
attempt is certain to fail]

248



8. The �rst author holds a Rockefeller Foundation fellowship.

9. He held the Courant Chair at New York University for three years before his retiring.

10. In the year 2000 (In 2000), two important number theory conferences were held at
Princeton University.

229 hope

1. This leaves the hope that a ratio theorem may persist in a more general setting.

2. [see also: expect, expectation] A simple argument shows that we cannot hope to have
Df = 0.

3. We cannot hope to say anything about the structure of each isotropy factor as a system
in its own right.

4. Almost everywhere convergence is the best we can hope for.

5. Speci�cally, one might hope that a clever application of something like Choquet�s
theorem would yield the desired conclusion.

6. If nothing else, I hope to convince my readers that Segal�s theorem deserves recogni-
tion as a profound contribution to Gaussian analysis.

7. It is hoped that a deeper understanding of these residues will help establish new results
about the distribution of modular symbols.

230 hard

1. [see also: di¢ cult, complex, complicated, involved, intricate]

2. This is the hard part of Jones�s theorem.

3. The theorem indicates that arbitrary multipliers are much harder to handle than those
in M(A).

4. The calculation of M(f)is usually no harder than the calculation of N(f).

5. The cases p = 1 and p = 2 will be the ones of interest to us, but the general case is no
harder to prove.

6. This makes G not hard to describe by generators and relations.
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231 growth

1. The structure of a Banach algebra is frequently re�ected in the growth properties of
its analytic semigroups.

2. We give a fairly simple description of a wide class of averaging operators for which this
rate of growth can be seen to be necessary.

3. the growth rate of Vn as n!1

4. a function of moderate growth

232 guarantee, [see also: ensure]

1. Analyticity of the geodesic �ow is no guarantee of observe how the completeness of
L2 was used to guarantee the existence of f .

2. However, (5) is su¢ cient to guarantee invertibility in A.

3. We are guaranteed only one dense product for each k.

4. This guarantees that f satis�es all our requirements.

5. ....., which, by another theorem of Kimney�s, is more than enough to guarantee that
P gives A outer measure 1.

233 great

1. [see also: large, more, profound] Then F is 3 greater than G.

2. Thus F is not hnoi greater than G.

3. Consequently, F is greater by a half.

4. However, F can be as great as 16.

5. One should take great care with.....

6. In his Stony Brook lectures, he laid great emphasis on the use of.....

7. Another topic of great interest is how much of adjunction theory holds for ample vector
bundles.

8. We could have adopted an approach to proving Theorem 2 along a line of reasoning
which bears greater resemblance to the treatment of the analogous result in Section 1.

9. To show the greater simplicity of our method over Brown�s, let us.....

10. It seems preferable, for clarity�s sake, not to present the construction at the outset in
the greatest generality possible.
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234 go, [see also: stroke]

1. Its role is to rule out having two or more consecutive P-moves (on the grounds that
they can be performed in one go).

2. [see also: continue, proceed, pursue, turn] a path obtained by going from A to B along
the lower half of the circle

3. Here the interesting questions are not about individual examples, but about the as-
ymptotic behaviour of the set of examples as one or another of the invariants (such as
the genus) goes to in�nity.

4. This proves that the dimension of S does not go below q.

5. We adopt the convention that the �rst coordinate i increases as one goes downwards,
and the second coordinate j increases as one goes from left to right.

6. Some members go into more than one Vk.

7. To go into this in detail would take us too far a�eld.

8. We now go through the clauses of De�nition 3.

9. Before going to the proof, it is worth noting that....

10. This idea goes back at least as far as [3].

11. This argument goes back to Banach.

12. Many of these results are known, and indeed they go back to the seminal paper of
Dixmier [11] of 1951.

13. Going back to the existential step of the proof, suppose that.....

14. Before we go on, we need a few facts about the spaces Lp.

15. The equation PK = 0 then goes over to QK = 0.

16. The rest of the proof goes through as for Corollary 2, with hardly any changes.

17. There are kneading sequences for which the arguments of Section 4 go through rou-
tinely.

18. This allows the proof of the continuity of G to go through as before.

251



235 give

1. [see also: provide, o¤er, supply, furnish, a¤ord, de�ne, yield, imply, present, produce]

2. This gives (1) and shows that.....

3. However, a slight strengthening of the hypotheses does give us a regular measure.

4. We now give some applications of Theorem 3.

5. We give X the topology of uniform convergence on compact subsets of I.

6. The action of G is given by gf =.....

7. The argument just given shows that.....

8. We �rst show that f satis�es the characterization given.

9. Note that E can be given a complex structure by setting.....

10. Suppose we are given an f of the form f =.....

11. Given � > 0, we can �nd " such that.....

12. This is certainly reasonable for Algorithm 3, given its simple loop structure.

13. He used a new version of an algorithm for �nding all normal subgroups of up to a given
index in a �nitely presented group.

14. A function given on G gives rise to an invariant function on G0.

236 glance

1. [see also: look, sight] At �rst glance Lemma 2 seems to yield four possible outcomes.

2. Neighbourhoods of points in these spaces appear at �rst glance to have a nice regu-
lar structure, but upon closer scrutiny, one sees that many neighbourhoods contain
collections of arcs hopelessly folded up.

3. Now, for arbitrary n, a glance at the derivative shows that.....

237 glue

1. Then M is obtained by glueing hgluingi X to Y along Z.

2. There is a natural way to glue the associated varieties together along their common
boundary.

3. The set A is obtained from B by removing a neighbourhood of C and gluing in a copy
of D.
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238 generalize ,[see also: extend]

1. Corollary 2 generalizes and strengthens Theorem 3 of [9]. This approach does not seem
to generalize to arbitrary substructures.

2. It is not clear to what extent this can be generalized to other varieties of loops.

239 generally

1. However, M is generally not a manifold.

2. It is not generally possible to restrict f to the class D.

3. More generally this argument also applies to characterizing Hurewicz subsets of I.

240 generate

1. This is slightly at odds [= inconsistent] with the terminology of [4], as Fox de�nes the
trace �lter to be the normal �lter generated by A.

2. The family of 4-sets will be used to generate a symmetry outside N but in M .

241 get

1. [see also: obtain, acquire, make, arrange, overcome, circumvent]

2. Apply Theorem 3 to get a function.....

3. We thus get f = g. [Not: �We thus get that f = g.�]

4. We do not expect to get F closed.

5. The induced topology is not compact, but we can always get it to be contained in a
Bohr topology.

6. Finally, multiplication by a permutation matrix will get the exponents in descending
order.

7. Fortunately, F does not get too close to p.

8. To get around this di¢ culty, assume that.....

9. It is also tempting to get round this problem by working with.....

242 futile, [see also: doomed]

Having established (1), one might be tempted to try to extend this result to general p through
the choice of a suitable ideal B. Alas, as we shall see now, this attempt is futile.
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243 future

1. For future reference, we record this in the following corollary.

2. We quote for future reference another result of Fox: there exists.....

3. This is an interesting area for future research.

4. For future use, choose any monotone h(m) tending to in�nity such that.....

5. These upper bounds are too large to be useful in computer calculations in general, but
the ideas in the proofs will surely contribute to better bounds in the future.

244 gain

1. [see also: get, obtain, achieve] The theorem gains in interest if we realize that.....

2. Thus it is reasonable to attempt, using this homeomorphism, to gain an understanding
of the structure of M .

3. It is useful to consider some rather simple examples to gain some intuition.

4. A change in perspective allows us to gain not only more general, but also �ner results
than in [12].

245 gap

1. The statement does appear in [3] but there is a simple gap in the sketch of proof
supplied.

2. The theory of correspondences may be viewed as bridging the gap between.....

246 gather

1. [see also: collect, combine, piece together] We gather here various notation for future
reference.

2. In this section we gather some miscellaneous results that are more or less standard.

3. The data were gathered for about a year.

247 general

1. His techniques work just as well for general v.

2. How are these two optimality notions related? In general, they are not.
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3. While topological measures resemble Borel measures, they in general need not be sub-
additive.

4. We suspect that more can be said in general about which subextensions can be obtained
from �nite-rank modules, but we will not explore this matter further here.

248 generality

1. There is no loss of generality in assuming that.....

2. This involves no loss of generality.

3. Without loss of generality we can assume that.....

4. [In many cases, the phrase �without loss of generality�can be omitted: write simply:
We can clearly assume that..... Avoid using the abbreviation �w.l.o.g.�]

5. Without losing any generality, we could have restricted our de�nition of integration to
integrals over all of X. [Not: �Without loosing�]

6. It simpli�es the argument, and causes no loss of generality, to assume.....

7. A completely di¤erent method was used to establish Theorem 2 in full generality.

8. Rather than discuss this in full generality, let us look at a particular situation of this
kind.

9. A number of authors have considered, in varying degrees of generality, the problem of
determining.....

10. It seems preferable, for clarity�s sake, not to present the construction at the outset in
the greatest generality possible.

11. It seems that the relations between these concepts emerge most clearly when the setting
is quite abstract, and this (rather than a desire for mere generality) motivates our
approach to the subject.

249 �rst

1. [see also: original]

2. He was the �rst to propose a complete theory of triple intersections.

3. Because N. Wiener is recognized as the �rst to have constructed such a measure, the
measure is often called the Wiener measure.

4. Let Si be the �rst of the remaining Sj.

5. The �rst two are simpler than the third. [Or: the third one; not: �The �rst two ones�]
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6. As a �rst step we shall bound A below.

7. Here is a �rst relation between L(G) and endotrivial kG-modules.

8. We do this in the �rst section, which the reader may skip on a �rst reading.

9. At �rst glance, this appears to be a strange de�nition.

10. The �rst and third terms in (5) combine to give.....

11. the �rst author = the �rst-named author

12. [see also: initially, originally, beginning, �rstly] First, we prove (2). [Not: �At �rst�]

13. We �rst prove a reduced form of the theorem.

14. Suppose �rst that.....

15. His method of proof was to �rst exhibit a map.....

16. In Lemma 6:1, the independence of F from V is surprising at �rst.

17. It might seem at �rst that the only obstacle is the fact that the group is not compact.

18. [Note the di¤erence between �rst and at �rst: �rst refers to something that precedes
everything else in a series, while at �rst [= initially] implies a contrast with what
happens later.]

250 exception

1. There are few exceptions to this rule.

2. As the proof will show, these properties, with the exception of (c), also hold for complex
measures.

3. With the exception noted below, we follow Stanley�s presentation [3; Sec. 2].

251 eventually, [= in the end; 6= possibly]

1. The iterates eventually reach the value 1.

2. Then we can �nd some net (sk) which eventually leaves every compact subset of G.

3. It will eventually appear that the results are much more satisfactory than one might
expect.

4. an eventually increasing sequence
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252 correspondence

1. Observe that A is thereby put into one-to-one correspondence with B.

2. The elements of C are in one-to-one correspondence with.....

253 converse

1. [of sth; to sth; see also: inverse, opposite, reverse]

2. In this section we investigate under what conditions the converse holds.

3. The converse is far from obvious.

4. For the converse, consider.....

5. This theorem is a converse hpartial conversei of Theorem 2.
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University of Guelma June 7th 2014

Mathematics Department, Master 1 Passing Exam of English 1

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �

Exercise o1(0.25�8 marks): Re-write the following sentences in ordinary English.

Exercise o2 (4 marks): Write in full form

jg:f j = g:f and

 
jgj
kgkq

!q
=

 
jf j
kfkp

!p
a.e

and

eA = lim
n�!1

nX
k=0

Ak

k!
:

Exercise o3 (8 marks): i) Translate the following abstract in French language.

Abstract. Separable metric space possesses special properties that some of problem in
analysis can be solved in these spaces easily. The question which appears basically is what
properties are needed for metric spaces to be separable. We will answer to this question
exactly in this article and even will get a special structure for separable metric spaces that
are the same topological and algebraic structure of real numbers.

ii) Give the phonetic symbols of the previous abstract.

Exercise o4 (4 marks): Translate in English language.

a) Dans tous les exercices, on se place dans un espace métrique (E; d). Les parties de E
seront notées A; B; etc., les points de E seront notés x; y; etc.

b) Suites.

Exprimer la convergence d�une suite de points de E à l�aide des boules ouvertes de E. En
déduire que toute sous-suite d�une suite convergente est convergente.

c) Un voisinage d�un point a est une partie de E contenant une boule ouverte centrée en a.

d) Dé�nition. Un espace métrique est un ensemble E muni d�une fonction d : E�E �! R+
véri�ant pour tout triplet (x; y; z) 2 E; on a

�) d (x; y) = 0() x = y (positivité)

�) d (x; y) = d (y; x) (symétrie)

�) d (x; z) � d (x; y) + d (y; z) (inégalité triangulaire).

Une telle fonction est appelée distance sur E. Good Luck
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University of Guelma June 12th 2014

Mathematics Department, Master 1 Passing Exam of English 2

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �

Inner Product Space

In mathematics, a vector space or function space in which an operation for combining
two vectors or functions (whose result is called an inner product) is de�ned and has certain
properties. Such spaces, an essential tool of functional analysis and vector theory, allow
analysis of classes of functions rather than individual functions. In mathematical analysis, an
inner product space of particular importance is a Hilbert space, a generalization of ordinary
space to an in�nite number of dimensions.

A point in a Hilbert space can be represented as an in�nite sequence of coordinates
or as a vector with in�nitely many components. The inner product of two such vectors is
the sum of the products of corresponding coordinates. When such an inner product is zero,
the vectors are said to be orthogonal. Hilbert spaces are an essential tool of mathematical
physics.

Exercise o1 : (8 marks)

1) Give another title of the text. (1 mark).

2) Find a word or expression in the text which, in context, is similar in meaning to :

Farness, Series, unlimited, interior, boundless (2.5 marks)

3) Turn from passive into active the following sentence (2 marks)

- A point in a Hilbert space can be represented as an in�nite sequence of coordinates.

4) Re-write the following words in ordinary English (2.5 marks)

Exercise o2 (4 marks) : Translation
Translate the following paragraph in English language.

Théorème. Pour qu�un espace métrique (E,d) soit complet, il faut
et il su¢ t que, toute suite décroissante de boules fermées de rayons
tendant vers zéro admette une intersection non vide. (Plus précisé-
ment, cette intersection est réduite à un seul élément).

Page 1-2
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Exercise o3 (8 marks) : Vocabulary and Grammar
Choose the correct item.

1) Sarah is the prettiest girl ......................our school. then in of

2) Paul�s car is...............................than Tom�s. fast fastest faster

3) This dress is the ....................in the shop. more expensive most expensive expensive

4) Bob .................. the car at the moment. washes is washing wash

5) The sun ..................... in the west. set is setting sets

6) Peter is as....................as Sally . clever cleverer cleverest

7) Ann has two brothers ...................of them are older than him. none all both

8) I was hungry so I made ....................a sandwish . me myself my

9) She works in a bank, ........................? does she isn�t she doesn�t she

10) That is ...........................pen. Tom�s Tom Toms�

11) How would you feel if you .....................your car? crash will crash crashed

12) I.....................read or write when I was four years old. can�t couldn�t wasn�t able

13) You ....................be rude to your parents. must musn�t coudn�t

14) I...................buy a new coat if I had enough money. would must will

15) He had studied hard so he ..............................answer all the questions in the test.

was able to is able to can

16) She�s known me ......................a long time. ago for since

Page 2-2
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University of Guelma January 26th 2016

Mathematics Department First Exam of English 1 (Master 1) 2 H

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �

Ex 01 (0.5�17 marks): Complete the following notions by using the correspondent mathe-
matical words and phrases.

1. Matrices with the property A�A = AA� are said to be .............................

2. Let A 2Mn (R) be a square matrix. If det (A) 6= 0, then A is ...................

3. For square matrices A, the number �(A) = max
�2�(A)

j�j is called the ................................ of
the matrix A.

4. Let A 2Mn (R) be a square matrix. The ......................... for A is to �nd solutions to the
matrix equation Ax = �x, where � 2 K and x 2 Kn such that x 6= 0:

5. Recall that a function f is called an .................. function if f(�x) = f(x). Similarly, f is
called an ................... function if f(�x) = �f(x).

6. A collection of vectors fv1; v2; :::; vkg is said to be an .......................... set if hvi; vji = 0
for all i 6= j. If, in addition, jjvijj = 1 for all i = 1; 2; :::; k; the set is called ............................

7. A symmetric matrix A 2Mn (R) is called ........................................ if

xtAx > 0 for all x 2 Rn:

8. A function f : Rn �! R is called a ...................... function if for all � 2 [0; 1], and for any
x; y 2 Rn we have

f (�x+ (1� �) y) � �f (x) + (1� �) f (y) :

9. The inequality : kx+ yk � kxk+ kyk which is known � .................................................�

10. A set A is said to be .............................. i¤A is contained in the range of some sequence
(brie�y, the elements of A can be put in a sequence).

11. In any metric space (E; d), every compact subset K is ....................................................

12. (.......................................). If f : [a; b] �! R is continuous and f(a) < y < f(b), then y
must be a value of f .

13. A topological space (X; �) is T2 (or Hausdor¤) i¤ given x 6= y in X, there exist
............................................. of x and y.

14. The closed graph theorem states the following: If X is a ........................ space and Y is a
.......................... space, then the graph of a linear map T from X to Y is closed if and only
if T is continuous.

Ex 02 (3.5 marks). Write the following formulas in full form :

n
p
n! + x � 1 i; e:;

nX
i=1

ex
2
i+cos(xni )p
sin3 (xi)� 1

� � '+ �
("+ �+ �)!

f (n) =2 A @f

@x
A \B = ;

1



Ex 03 (5.5 marks). Read carefully the following text.

The absolute value function on R and the modulus on C are denoted by j:j and each
gives a notion of lenght or distance in the corresponding space and permits the discussion
of convergence of sequences in that space or continuity of functions on that space. In this
work, we shall extend these concepts to a general linear space E. A seminorm on the linear
space E is a function p : E ! R for which p(�x) = j�jp(x) and p(x + y) � p(x) + p(y)
for all � 2 K and x; y 2 E. The pair (E; p) is called a seminormed space. We study some
properties concerning seminormed spaces, for example, a closed subspace of a seminormed
space is complete but the reciprocal is false. Finally, we prove that a complete subspace of
a normed space is closed.

1) Give a suitable title of the text.

2) Find a word or expression in the text which, in context, is similar in meaning to :

converse, full, series, notion, map (mapping), to expand.

3) Turn from active to passive the following statements:

a- We had studied some properties concerning seminormed spaces.

b- In this work, we shall extend these concepts to a general linear space E:

c- Hilbert let many problems without proof.

d- We may use the contraction mapping theorem to prove the existence and uniqueness of
solutions.

4) Give the phonetic of the following words.

discussion, normed, general, called, value, properties.

Ex 04 (3 marks): Give one word (if it is possible in relation with mathematics) for every
symbol.

Good luck.
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